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Executive Summary
SD-373 investigates the potential of 5G in the BBF providing a gap analysis and recommendations for further technical studies. It elaborates 5G use cases considering other standardization bodies including NGMN, 3GPP, ITU and 5GPPP and analyzes the 5G technical enablers focusing on (i) unified control plain (FMC), (ii) function (de)composition and allocation (NFV), (iii) network slicing considering SDN and NFV aspects (iv) transport networks focusing on backhaul and fronthaul and (v) edge computing. 
Purpose and Scope
1.1 Purpose
This project aims to review 5G currently proposed use cases, architectures and requirements, to identify relevant components and aspects to be addressed and provided as enablers by BBF. 
The emerging 5G systems are expected to support a plethora of diverse services with tight performance requirements, The ambition towards 5G systems is to provide a customized, advanced service-centric value in an effort to better identify and support key societal needs. 5G is a broad term that doesn’t just stand for a specific technology, but rather for an umbrella of technologies (not limited to defining a new radio interface), providing a comprehensive system considering:
· A flexible (de)composition and allocation of access and core network functions performing a joint optimization with applications and service provision. This can be realized via generic cloud platforms that host both virtualized network functions, applications and content. 

· Slicing of network resources, enabling customization, flexibility and multi-tenancy, which allows to support a variety of use cases on a common network infrastructure platform, without vertical, purpose-specific “stove-pipe”-type of solutions. 

· Backhaul and fronthaul as more integrated components, which can address the service requirements of a flexible centralized-RAN. Such flexible centralized-RAN is capable to virtualize base station functions and allocate them to the radio edge or the cloud platform considering the backhaul/fronhaul performance conditions.       

· The use of edge-cloud platforms that can enhance the service performance by bringing content and customized services closer to the user, while at the same time enhancing the system capacity. 

· The integration with wireline networks by introducing a common access agnostic control plane to enable flexibility and programmability in deploying a network infrastructure that can support multiple services. The aim is to enhance the FMC for data , control and management planes.  

1.2  Scope

This project aims to lay the motivations, analyze the use cases for 5G discussed in the industry, and identify components and aspects to be addressed by BBF, with the objective to: 

· Study the following principles of 5G with regard to their impact on the wireline network.

· Provide a service oriented, programmable network customizing network functions and applications instead of a single physical network infrastructure for all services.
· Massive network scale, IoT
· Support for multi-tenancy
· Ultra low-latency   

· Go beyond simply improving the bandwidth for mobile broadband, delivering on the promise for consumers expecting to be ubiquitously connected, no longer having to care whether they are served through wireless or wireline access. 

· Deliver mobility on an application basis rather than on a full device basis, according to the application needs.

· Make the underlying architecture access agnostic.
2 References and Terminology 
2.1 Conventions

In this Working Text, several words are used to signify the requirements of the specification. These words are always capitalized. More information can be found be in RFC 2119 [4]. 
	MUST
	This word, or the term “REQUIRED”, means that the definition is an absolute requirement of the specification.

	MUST NOT
	This phrase means that the definition is an absolute prohibition of the specification.

	SHOULD
	This word, or the term “RECOMMENDED”, means that there could exist valid reasons in particular circumstances to ignore this item, but the full implications need to be understood and carefully weighed before choosing a different course.

	SHOULD NOT
	This phrase, or the phrase "NOT RECOMMENDED" means that there could exist valid reasons in particular circumstances when the particular behavior is acceptable or even useful, but the full implications need to be understood and the case carefully weighed before implementing any behavior described with this label.

	MAY
	This word, or the term “OPTIONAL”, means that this item is one of an allowed set of alternatives. An implementation that does not include this option MUST be prepared to inter-operate with another implementation that does include the option.


Note for Editors: MT editors should replace MUST with SHALL in text above
2.2 References

The following references are of relevance to this Working Text. At the time of publication, the editions indicated were valid. All references are subject to revision; users of this Working Text are therefore encouraged to investigate the possibility of applying the most recent edition of the references listed below. 
A list of currently valid Broadband Forum Technical Reports is published at 
www.broadband-forum.org.

	Document
	Title
	Source
	Year

	[1] 
	NGMN 5G White paper
	NGMN
	2015

	[2] 
	5G Infrastructure: First Wave of Research & Innovation ProjectsThe
	5GPPP
	2015

	[3] 
	5G Vision; the 5G Infrastructure Public Private Partnership: The Next Generation of Communication Networks and Services
	5GPPP 
	2015

	[4] 8161.05.101
	Network Aspects of Virtualized Small Cells
	SCF
	2015

	[5] RFC 2119
	Key words for use in RFCs to Indicate Requirement Levels
	IETF
	1997

	[6] TR 22.891
	Feasibility Study on New Services and Markets Technology Enablers
	3GPP 
	

	[7] TR 22.861
	Feasibility Study on New Services and Markets Technology Enablers for Massive Internet of Things 
	3GPP
	

	[8] TR 22.862
	Feasibility Study on New Services and Markets Technology Enablers - Critical Communications 
	3GPP
	

	[9] TR 22.863
	Feasibility Study on New Services and Markets Technology Enablers - Enhanced Mobile Broadband 
	3GPP
	

	[10] TR 22.864
	Feasibility Study on New Services and Markets Technology Enablers - Network Operation
	3GPP
	

	[11] TR 23.779
	Study on Architecture for Next Generation System
	3GPP
	

	[12] TR 38.913
	Study on Scenarios and Requirements for  Next Generation Access Technologies
	3GPP
	

	[13] 3GPP RP-160671
	Study on NR New Radio Access Technology
http://www.3gpp.org/ftp/tsg_ran/TSG_RAN/TSGR_71/Docs/RP-160671.zip
	3GPP
	

	[14] 
	Description of Network Slicing Concept https://www.ngmn.org/uploads/media/160113_Network_
Slicing_v1_0.pdf
	NGMN
	2016

	[15] 159.06.02
	Small cell virtualization: Functional splits and use cases
	SCF
	2015

	[16] TD 208 (PLEN/13)
	Report on Standards Gap Analysis
	ITU-T, SG13
	2015



	[17] SD-357
	3GPP-BBF Common Functions
	BBF
	2016


	[18] WT-359
	A Framework for Virtualization
	BBF
	2016

	[19] SD-364
	Impact analysis and requirements for 4K (UHD) Video Support
	BBF
	2016

	[20] 
	Mobile Edge Computing, White paper
	ETSI
	2014

	[21] TR-221 Amendment 1
	Technical Specifications for MPLS in Mobile Backhaul Networks
	BBF
	2013
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2.3 Definitions

The following terminology is used throughout this Working Text.
	ACS
	Auto-Configuration Server. This is a component in the broadband network responsible for auto-configuration of the CPE for advanced services.

	ATSC
	Advanced Television Systems Committee. Digital television standards, primarily adopted in North America.

	CPE
	Customer Premises Equipment.

	WLAN
	Wireless Local Area Network.


Note for Editors: Above is a table with no borders.
2.4 Abbreviations

This Working Text uses the following abbreviations:

	TR
	Technical Report

	WA
	Work Area

	WT
	Working Text


Note for Editors: Above is a table with no borders.
3 Working Text Impact
3.1 Energy Efficiency 

SD-373 has no impact on energy efficiency. 

3.2 IPv6
SD-373 has no impact on IPv6. 

3.3 Security
SD-373 has no impact on security. 

3.4 Privacy
Any issues regarding privacy are not affected by SD-373.
4 5G Use Cases and Requirements

The development of 5G involves a broad industry and standards ecosystem. Considering also that detailed 5G requirements have not yet been defined at the time of this writing, the main focus of this work is to identify the components / and technical enablers to be addressed by the Broadband Forum. 
Obvious requirements for the 5G mobile system include support of mobile broadband, a very high number of permanently connected devices (“always on”) and energy efficiency. It is understood that this will require new protocols and access technologies altogether.

Particularly requirements for the mobile radio system performance, and their impact on wireline backhaul networks, are not yet well identified, but in a state of being further scrutinized. As far as possible, this work will, however, try to identify how the development could affect BBF technologies and offer qualified feedback.

4.1 NGMN 

The vision of the Next Generation Mobile Networks (NGMN) Alliance is to expand the communications experience by providing a truly integrated and cohesively managed delivery platform that brings affordable mobile broadband services to the end user. NGMN has had a central role in the definition of operator requirements which contributed significantly to the overall success of LTE.

NGMN has developed end-to-end operator requirements to satisfy the needs of customers and markets in 2020 and beyond, to be delivered in a sustainable and cost-efficient way, while continuing to provide consistent customer experience. 
NGMN expects customer needs in the 2020 and beyond timeframe to result in:

· Accommodation of massive traffic growth and high density demand

· A wide variety and variability of services consumed

· New use cases such as Machine Type Communication (MTC), Machine to Machine (M2M) and the Internet of Things

· Stringent demands for real time communications

NGMN started defining 5G in February 2014. The NGMN white paper [1], published by NGMN in 1Q2015, is setting challenging technical and other ecosystem requirements for 5G, intending to accelerate the adoption of emerging technology innovations, and to support the standardization and subsequent availability of 5G. 
NGMN has developed and analyzed use cases for 5G, aiming to identify representative examples, and grouped them into eight use case families. The use cases are not meant to be exhaustive, but rather as a tool to ensure that the level of flexibility required in 5G is well captured. The use case families described in the NGMN 5G White Paper Error! Reference source not found. are: Broadband Access in Dense Areas, Broadband Access Everywhere, Higher User Mobility, Massive Internet of Things (IoT), Extreme Real-Time Communications, Lifeline Communication, Ultra-reliable Communications, and Broadcast-like Services. NGMN categorized them according to the most significant requirement. Use cases assigned to the families may overlap, leading to the introduction of diverse, sometimes orthogonal requirements.

For further details on the business context, the NGMN whitepaper [1] can be cited with: “On top of supporting the evolution of the current business models, 5G will expand to new ones to support different types of customers and partnerships. Operators will support vertical industries, and contribute to the mobilization of industries and industry processes. Partnerships will be established on multiple layers ranging from sharing the infrastructure, to exposing specific network capabilities as an end to end service, and integrating partners’ services into the 5G system through a rich and software oriented capability set. There is a need for flexibility and embedded functionality to enable these.”
NGMN envisions 5G to be a highly heterogeneous environment characterized by the existence of multiple types of newly defined as well as existing access technologies (including wireless and fixed), multiple types of devices, and multiple types of user interactions. While extending the performance envelope of mobile networks is of key importance, 5G should by design embedded flexibility to optimize the network usage, while accommodating a wide range of use cases, business and partnership models. Fundamental is, hence, a modular architecture and functional design that allows to scale on demand and to accommodate various use cases in a flexible and cost efficient manner.
4.2 3GPP 

This section reports the status of 3GPP work when this current SD is being written, so it may become no longer up to date after publication. 
The 3GPP SDO started to work on the definition of the 5G Next Generation network. It is worthwhile to mention that 3GPP uses the official term “Next Generation Network” for identifying the network and Next Generation Access Technologies for the radio. This is because the term “5G” refers to the objective of the IMT-2020 and to the technologies that will be selected as 5G by ITU-R in 2020. (ITU-R may select technologies produced by different SDOs as 5G). So, even though , in common speaking the term used is 5G, in 3GPP specifications, there is an attempt to  avoid it as possible. 
The currently the work is spread in three releases: 
· the Release 14 work aims to perform study work toward the first baseline conclusion, the planned timeline is the following
· Stage 1 freeze: June 2016 

· Stage 2 freeze: September 2016 

· Stage 3 freeze: March 2017 

· Realease-15 aims to start the normative work related to the first conclusion of study and to continue the study work with the following foreseen timeline
· Stage 1 freeze: June 2017 

· Stage 2 freeze: December 2017 

· Stage 3 freeze: June 2018 

· Release-16 aims to be the normative work leading to ITU-R submission of 3GPP radio as technology to be considered as 5G with the following estimated timeline
· Stage 1 freeze: Dec 2018 

· Stage 2 freeze: June 2019 

· Stage 3 freeze: Dec 2019   

Stage 1 study work is initiated by 3GPP SA1, responsible for the definition of stage 1, in TR 22.891 [6] (also identified with the acronym SMARTER). This document identifies the market segments and vertical services which the 3GPP should address in the Next Generation Network, and it identifies the main use cases to be considered. It includes more than 60 use cases and it is considered completed. 3GPP SA1 has split the work in 4 different documents, each of them has in scope to identify use cases, to consolidate potential requirements from system requirements and capabilities point of view for different market segments:
· TR 22.861 [7] addresses the needs of new services related to massive Internet of Things (mIoT)
· TR 22.862 [8] addresses the needs of Critical Communication characterized by low latency, high reliability and high availability (CriC)
· TR 22.863 [9] addresses the needs to enable 3GPP network operators to support enhanced Mobile Broadband (eMBB)
· TR 22.864 [10] addresses the needs to enable 3GPP network operators to support network operation (NEO), e.g. network slicing, efficient user plane, network capability exposure, flexible broadcast service, multi-network connectivity, self-backhauling, etc.
All the above documents focused on the requirement that cannot be supported by current 4G EPC, which are assumed to be inherited by Next Generation Network. However in later normative phase, 3GPP SA1 may decide that some of these 4G requirements are not applicable to the “next generation network”. 
3GPP SA2, responsible for the definition of stage 2 architecture, started the work in January 2016. The document TR 23.799 (the activity is identified in 3GPP also with the acronym NextGen) [11] has the scope to investigate high-level architectural requirements, to define the terminology and to define the high-level system architecture as the collection of required capabilities with their interactions. In fact SA2 has agree to use a bottom-up approach , first definition which features and how each feature can be supported, then the feature will be assembled to build the overall architecture.  The first basic results are expected for end of the year, but the study work will continue in a form that has to be decided based on the results.
The 3GPP SA3, responsible for security, will initiate the study of security and authentication aspect in TR 33.899 
The 3GPP RAN group has started the study work for the New Radio for 5G (NR). It should be noted that 3GPP and ETSI will work together in order to identify new Brand name for indentifying the “New Radio”. The document TR 38.913 [12] will identify the typical deployment scenarios (e.g. carrier frequency, inter-site distance, user density, maximum mobility speed, etc, ) and develop requirements for next generation access technologies taking into account the ITU-R IMT-2020 requirements.
3GPP RAN approved also the work aming to develop  an new radio access technology to meet the use cases and defined in TR 38.3913 [13]. This  work has been organized in 2 phases, thephase 1 completition is planned forJune 2018 and phase 2 is planned for December 2019. The study work will define both the physical network and the access network architecture.  This work will be performed producing  5 different documents , 1 spanning the work of all RAN WGs and 1 single document under the responsibility of each single RAN WGs.
The 3GPP work in RAN and SA is not fully aligned, however all the working groups involved would coordinate with one another in order to have a proper definition of the overall system
4.3 ITU

ITU-T has introduced a study document [16] that provides a set of recommendations on the requirements for standardization related to the wireline part of the 5G network or IMT-2020. Such a document explores five main areas where standardization gaps are identified without claiming that the study is exhaustive, i.e. covering all aspects. ITU-T claims that IMT-2020 systems enhance the priori 4G networks not only in terms of performance, i.e. providing higher radio throughput, reduced delay, higher capacity etc., but also by increasing flexibility through the introduction softwarization via SDN, NFV and cloud computing. Also IMT-2020 is not only focusing on the radio part but on an end-to-end considering backhaul, core networks, protocols and also wirelines aspects.  The five main areas as mentioned in [16] include:     

· High level architecture where the main gap is architecture enhancements for introducing increased flexibility for supporting applications and services with diverse performance requirements in terms of bandwidth, delay, mobility, signaling, etc. In order to address flexibility, the evolving 5G architecture would need to accommodate a tight integration of various existing and forthcoming radio access technologies as well as fixed access networks and offer an end-to-end OAM, introducing a converged data plane to users, which can be served via an access technology-agnostic network core. The converged data plane functions are distributed to the edges of an IMT-2020 common core network resulting in creating a distributed flat network. The control plane functions, which are responsible for e.g. mobility management, Quality of Service control, etc. should control user related traffic in a network-agnostic sense, i.e. no matter the network where a user is attached to. The support of flexibility can be enabled by the means of network virtualization, programmability and network softwarization allowing the efficient support of multi-tenancy.     
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Figure 1 – Network architecture for IMT-2020 networks [16]
· Network softwarization introduces a transformation trend for designing, implementing, deploying, managing and maintaining network equipment and network components by software programming, exploiting characteristics of software such as flexibility and rapidity of design, development and deployment throughout the lifecycle of network equipment and components, for  creating conditions that enable the re-design of network and services architectures; allow optimization of costs and processes; and enable self-management. The term network softwarization is meant to be broad covering SDN, NFV, network virtualization, Mobile Edge Computing, cloud and IoT technologies.  
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Figure 2 – Network softwarization view of IMT-2020 mobile networks [16]

· End-to-End QoS focuses on access agnostic QoS provision considering wireless and wireline networks. IMT-2020-specific use cases need new approaches in areas of definition of end-to-end connectivity supervision and integrity, QoS parameters, performance objectives, QoS classification, budget allocation, measurement/monitoring methodology, etc. These gaps identify device-to-device/device-to-network QoS requiring additional standardization.
· Front haul/back haul focuses on integration gaps and on the front haul where the majority of the gaps occur. In particular the front haul analyzes bandwidth requirements of a current C-RAN architecture and various architectural variants thereof. Most of the gaps revolve around the need to optimize the front haul network, either to reduce/right-size the bandwidth demands or to increase/optimize the bandwidth supply.  The back haul gaps however seem limited to the successful handling of network timing and synchronization, and low latency; as well as improvements in power consumption.
· Emerging Network Technologies focus on enhanced mobile broadband, massive machine-type communications, and ultra-reliable low-latency communications, exploring Information Centric Networking (ICN) protocols as possible emerging technologies to meet these needs. Current research shows ICN is possible technology that can provide benefits for IMT-2020 network supporting very large-scale heterogeneous devices, IoT networks, new mobility models, edge computing, and end device self-configuration.
A summary of the gap analysis performed by ITU-T considering the first four out of the five areas identified a priori is provided below. The emerging technologies area focusing on ICN is kind of out of scope for BBF and for this reason it has been omitted. 
High-level Architecture:

· Supporting diverse service requirements including data plane programmability, e.g. various bandwidth/data-rates demands, considering flexibility, upgrades to session management, efficient multicast methods, etc. 
· Application-awareness and distributed network architecture, locating network functions and contain closer to the user
· Increasing service availability by replicating contain, caching, providing alternative connectivity 
· Improving end-to-end network latency by reducing the complexity of signaling process for establishing connectivity and studying a network latency model with respect to the end-to-end latency budget for particular services 
· Energy efficiency from the network architecture design perspective considering network virtualization and its dynamic management of virtualized functions. Measurement method also should be studied.
· Fixed mobile convergence, considering an access-agnostic core (i.e., where identity, mobility, security, etc. are decoupled from the access technology), which integrates fixed and mobile networks, i.e. supporting a true fixed and mobile convergence ensuring a seamless user experience within the fixed and mobile domains.
· End-to-end network management in a multi-domain environment to support unified network operations over multiple network domains to ensure compatibility and flexibility for the operation and management.
Network Softwarization:

· Efficient accommodation of various applications supporting a diversified set of performance requirements across end-to-end paths. Network slices should be capable of dynamically adjusting resources to meet the application requirements. The network infrastructure is expected to provide extreme flexibility to support those different capabilities with reasonable cost.

· Horizontal end-to-end slicing considering the application quality supporting end-to-end control and management of slices and the composition of multiple slices, especially with consideration of slicing over RATs and fixed parts of end-to-end paths. 
· Considerations for applicability of softwarization of everything, everywhere possible to meet various network management and service objectives. 
· Coordinated APIs so that applications and services can program network functions directly bypassing control and management to optimize the performance, e.g., to achieve ultra-low latency applications. Information modelling, level of abstraction, ease of programming is among the numerous open issues.  
· Energy management aspects of network softwarization by coupling the dynamic adaptation of active and stand-by servers/network functions and the load optimization considering the optimal distribution of VMs. Measuring the energy consumption and deploying energy management policies across the whole group of domains is needed.
· Support Mobile Edge Computing (MEC) introducing flexibility and agility for deploying the network functions and applications at any location where the performance and user experience would be optimized and develop APIs that are simple directly meeting the application needs. Support of traffic routing among multiple MEC platforms based on rules defined by the operator or by authorized applications that shape user plane traffic. 
· Migration path towards newly emerging networks considering network softwarization, and especially network slicing. 

· Virtualization and slicing under software control should provide appropriate QoE for diversified service requirements in dynamic way with a reasonable cost. To achieve this the following elements should be defined: 
(i) Slice management and the arrangement of VNFs, virtual topology and software based transport control on the slice.

(ii) Activation of slice attributes such as the application drive, resiliency, OAM, and security on each slice and inter-slice.

(iii) Appropriate APIs in some network elements such as UE, X-haul, TSDN, NVFs, OTN/DWDM.
· Capability exposure architecture, mechanisms and APIs considering: 
(i) Potential solutions and the end-to-end procedure to enabler each capability to fulfill the specific service demands 
(ii) Open APIs interworking with third parties based on the investigation on API work of this document.
End-to-End QoS:

· Unify the different QoS classification among mobile and fixed networks creating end-to-end performance objectives
Mobile front haul and back haul
· Large capacity transmission to support ultra-high speed mobile transport

· Timing requirements need further precision, including a breakdown of the impairment budget over the envisioned networks, both for front haul and back haul.
· Low latency considering end-to-end delay of the routing path, processing time and the time in the queues are needed.
· Energy efficiency where sleep control or transmission rate control is expected for the both of radio-over-fibre(RoF)/ Non-radio-over-fibre mobile traffic transmission
· Front haul system requirements
(i) Developing function splitting of front haul network considering the different function splitting points to optimize the front haul wireless network. The key trade-off is the centralization of processing / wireless performance vs. transport bandwidth requirement
(ii) PON as the virtual digital wireline service considering CPRI over Ethernet and/or redefinition of function splitting to optimize the front haul wireless network.  
(iii) Dealing with a large number of fibers for front haul with large number of small cells. The PON/ODN/WDM can reduce the number of fibers and interfaces towards base station in the fornt haul.
(iv) Reliability and resiliency enhancements for softwarized front haul system.

(v) Transport of CPRI or CPRI-like signals over OTN has demanding requirements, mainly regarding symmetry and the transport of timing for these client signals.
4.4 5GPPP

The 5G Public-Private Partnership (5G PPP) within the Horizon 2020 program of the European Union is the biggest research program in the world on 5G, the future global communication network. The 5G PPP targets to design a 5G system in the horizon of 2020 and to develop a series of ground-breaking technologies, global standards and to agree on relevant spectrum bands. According to the 5GPP vision described in [2]:

“The 5G Infrastructure will have to cope with everything from billions of small devices in the Internet of Things domain to billions of heavy data consumers enhancing their lives and activities with real-time multimedia content. The new approach must be fully convergent as well as there will be no arbitrary distinction between fixed and mobile – there will be simply a seamless infrastructure satisfying everyone’s communications needs in and invisible, but totally dependable, way.”
The 5G system is expected to be richer compared to prior mobile network generations, enhancing the user experience in all aspects of social interaction, including content delivery, high mobility (e.g. in trains), in very densely populated areas, e-health, intelligent transport, smart cities, industry control and automation, etc. The technical requirements set for 5G systems are challenging, they include the support of up to 1000 times higher data volumes, end-user data rates up to 10 Gb/s, support of very low service-level latency for selected services below 5ms, support 20 billion human-oriented terminals, ubiquitous communicating things and mass connectivity supporting 7 trillion devices, ultra-high reliability of 99.999% and reduced energy consumption by 90% [2]. 
Consequently, 5G systems introduce a unified communication landscape in which existing Radio Access Technologies (RATs), such as 3G, 4G, WiFi, etc., will be integrated with evolving wireless technologies, e.g. mmWave, and fixed broadband systems, bringing also together cloud enabled architectures and services, e.g. computing and storage [3]. The ambition towards 5G systems is to provide a customized, advanced user-centric value at an affordable price, in an effort to strengthen key societal needs. In addition, 5G aims to reduce service instantiation and support multi tenancy models, enabling network operators to collaborate with vertical market players in new ways, creating an ecosystem for technical and business innovation. 5G will introduce high flexibility and network programmability driven by the service or via the third player’s requests leveraging the benefits of network virtualization rely on emerging technologies such as Software-Defined Networking (SDN), Network Functions Virtualization (NFV), Mobile Edge Computing (MEC) and Fog Computing (FC) in order to achieve the required performance, scalability and agility [3]. 

Considering broadband networks, 5G aims to:

· Launch new service capabilities for consumers and vertical industries, e.g. automotive, delivering infrastructure resources, access connectivity as well as network functions and application as a service. 
· Introduce convergence among fixed and mobile networks, reducing latency due to protocol simplification and optimal location of network functions/applications and improve reliability via establishing multiple connections, e.g. via hybrid access.
· Integrate fronthaul and backhaul into a common transport network, considering heterogeneous transport technologies including optical, wwWave, microwave, etc.  
· Provide a unified control among wireless and fixed networks supporting multi-tenancy 
· Integrate networking and IT services into a common ubiquitous infrastructure that assure scalability and flexibility via virtualized network functions and programmable resource provision. 
5 5G Architecture and Technical Enablers
5.1 Unified Control-plane (FMC) 

Editor’s Note: the description is based on the status of work at end of March 2015. 

The architecture work in 3GPP is split in different WGs, the SA WGs (mainly SA2)  dealing with the Core network with the related functionalities and the RAN WGs (RAN1, RAN2 and RAN3) with the definition of Access Network functionalities. The work will progress in parallel and it will be synchronized in order to define the overall architecture and to properly define the functional split and interface among access and core network.  

This clause describes more in detail the current 3GPP work having impact and possible relationship from Broadband Forum point of view.

The 3GPP TR 23.799 under development in 3GPP SA2 WG mandate that the Next Generation network supports Non-3GPP system, specifically WLAN and fixed broadband access, and that the interface between the Access Network and the Core Network is access agnostic (see TR 23.799 clause 4). The list below is a brief description of selected issues under study in 3GPP TR 23.799 (for more details refer to 3GPP latest version of document and note that key issue number reflects those used in 3GPP document for helping the reader):

· Key issue 1 Support of network slicing: The work in 3GPP may lead to a definition of network slicing different from those in BBF.  The network slice enables the operator to create networks customized to provide optimized solutions for different market scenarios which demands diverse requirements. However the discussion around this definition and whether the network slice is an end-to-end concept , whether Access Network and Core network are different slice, whether Access network support or not slice are all open questions. Currently RAN will work on what is a slice in Access Network and whether exists. Other open issue is whether a device can connect to only 1 slice or more than 1 slice. The key issue will how a network slice is selected and how is supported in roaming.  This is a foundation concept, but currently the consideration and proposal are quietly different and it is currently not possible to predict the direction that 3GPP will adopt. 
From BBF point of view the slicing definition is important in respect the role that Fixed Broadband access, as a Non-3GPP access from 3GPP point of view, will have.
· Key issue 2 QoS framework:  This key issue aims to study the QoS framework considering the required functions (in both Control Plane and User Plane), the functional split between UE, Access Networks and CN, and any necessary QoS related signaling between those functions. The main principles to be supported by solution are:
· To allow ease of reuse of Next Generation core for various access technologies (i.e. 3GPP access, non-3GPP access).

· To allow independent evolution of core and access technologies (i.e. 3GPP access, non-3GPP access).

· QoS framework within NextGen core network should be not access specific.
· QoS framework should identify proper QoS granularities (e.g. per-UE, per-flow) and QoS parameters (e.g. maximum bit rate, guaranteed bit rate, priority level)
The QoS model for the NextGen network is under discussion and it should take into account the Access Network requirement and solution proposed in RAN and the above principles;
· Key Issue 3 Mobility framework: this key issue will study the solution for mobility management for all types of devices that connect to NextGen core via 3GPP accesses and/or non-3GPP accesses. It is expected that NextGen system will require different levels of mobility support (e.g. based on velocity or service continuity requirements).  The key issue will study the aspect specific for 3GPP access and how mobility support will be define in Access Network by RAN WGs. In addition it will study the how to support the mobility between different accesses considering:
· between 3GPP accesses; 

· between 3GPP accesses and non-3GPP accesses;

· between non-3GPP accesses; and

· studying the location of the mobility anchor point(s)
· Key issue 4 Session management: this key issue will study the aspect related to functions for the setup of the IP or non-IP traffic connectivity for the UE as well as managing the user plane for that connectivity. It should be noted that non-IP traffic referring to mIoT and device type communication where the data traffic can be transmitted using specific data PDU that are nor IP nor Ethernet, but Ethernet data traffic is not excluded. The key issue also aims to define the connection model (e.g. IP anchor, tunneling, etc.), the correlation between session management and session mobility, how session are established, maintained, terminated considering the various use cases;
· Key issue 7 Network function granularity and interactions between them: The 3GPP SA2 work is based on network functions defined as processing function which has defined functional behavior and defined interfaces. The Network functions can be implemented either as network element on hardware or as virtual function on software. The key issue has the scope to study and define how and which network function can be aggregate, which is the relationship and the interface among them;  
· Key issue 8 Next Generation core and access - functional division and interface: the 3GPP architecture is separate in the Access and Core Network, the first under RAN WGs responsibility and the second of SA/CT WGs responsibility. The overall architecture is composed by the sum of the two, but the functions need to be allocated in the access or core network or in both and the relationship. The scope of the key issue is to study how the functions are split and which is the interface between AN and CN. It shall be noted that non-3GPP access networks will be taken into account;  
· Key issue 10 Policy Framework:  4G network has a broad variety of policies and it may foresee that trends will continue in 5G, so the key issue aims to study a common framework for all policies, in particular considering QoS Enforcement, Charging Control, Gating, Traffic Routing, Congestion Management, Service Chaining, Network (e.g. PLMN) Selection, Access Type Selection, Roaming, Mobility, Policies related to group of users, Third party service handling;
· Key issue 11 Charging: The scope is to identify the high level architectural aspect of accounting considering the support of different charging model, e.g. application based, session based, access specific, third party charging, time, volume, etc. The detailed architecture will be developed by 3GP SA5.
· Key issue 12 Authentication framework: this key issues target to study the authentication framework considering both 3GPP and Non-3GPP accesses aiming to have an access agnostic Core network framework. The framework shall be able to support authentication for mobile broadband services, for massive IoT, for wearable, for missing critical and for access from Non-3GPP. Currently some of the requirements are under definition in SA1. It shall be noted that in 3GPP the WG SA3 is responsible for the definition of authentication process (such as AKA) and security procedure (such as ciphering algorithm) so the SA2 WG work will be focused on high level definition and it will be further development by WG SA3 and RAN groups for the radio specific parts.  
· Key Issue 17 3GPP architecture impacts to support network discovery and selection:  the NextGen network will support several kinds of accesses, so this issue aims to address the support for access discovery and selection mechanism for 3GPP and Non-3GPP accesses being part of the NextGen network.  
· Key Issue 18 Interworking and migration: this issue will be focused on definition of migration and interworking scenario from 4G network to 5G network. So in the context of this key issue the interworking is intended with 4G EPC and in that respect for non-3GPP access the solution based on 4G ePDG and TWAN. 
· Key Issue 19 Architecture impacts when using virtual environments 

The solutions for the above key issue are at the end related, since for example the QoS model can be independent by the Session management and by Session mobility, but as said the approach bottom-up allow that several solution are proposed for each key issue and that each solution description may provide information about the relationship with other solution for different key issues. 

The second step will be to provide 1 or more set of architecture based on the selection of the solution propose for each key issues and based on them provided further analysis and selection of the NextGen network architecture. 

5.2 Functional (de)composition and allocation (NFV)

NFV is a pillar technology for the emerging 5G networks shaping the network architecture and network management. So far BBF has explored NFV in the context of MSBNs in WT-359 [18] and has identified how to apply the ETSI NFV paradigm into the BBF MSBN considering interfaces specifics related to the broadband network. The notion of NFV in MSBN can take a step further, exploring the idea of “network of functions” decomposing traditional network functions associated with “boxes” into software instances that can be flexible deployed over a set of cloud platforms. Enabling a “network of functions” architecture can offer several benefits especially in mobile fixed converged architectures, where certain functions are duplicated in the fixed and mobile access domain. In addition, selecting such functions considering the specific characteristics of a particular service can provide efficient resource allocation, e.g. an M2M service with static devices do not need a mobility function. Identifying and merging common functions can reduce costs and simplify operations making easier the adoption of a unified control plane. An overview of the concept of the common 3GPP-BBF functions is illustrated in Figure 3 below.  
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Figure 3: Overview of the cocept of the fixed mobile common functions [17]
Certain functions and associated sub-functions may be a.) completely different, b.) have a common part, c.) one may be included in the other, d.) or be different specializations of a more generic functions etc. The concept of “network of functions” and virtualization can provide a customized composition and allocation of network functions treating common functions and sub-functions belonging to different network elements as a single one. More information regarding the particular fixed mobile converged common functions are provided in the SD-357 [17].
5.3 Network Slicing 

For supporting new business demands, 5G systems need not only to enable an enhanced performance, but also need to provide a networking platform that is flexible enough to accommodate a greater diversity of (sometimes even divergent) service requirements. 

Optimally, the development would lead to an environment supporting flexible, on-demand, provision of network resources, network functions and applications, even with short lifecycles. This would not only be beneficial for operators providing the network infrastructure, but also for third party service / application providers, allowing to reducing overall costs and introducing new value creation opportunities. 

Network slicing has emerged as a key concept, particularly for accommodating new and diversified business demands of the 5G era in an efficient way. Slicing enables the concurrent deployment of multiple logical, self-contained networks on a common physical infrastructure platform, offering resource isolation and a customized network operation.

Figure 1 illustrates different exemplary network slices.       

[image: image4.emf]
Figure 4 – Supporting diverse services via network slicing [1]

More recently, NGMN has also published a document with a refined definition and description of its network slicing concept [14]. 

From the technical infrastructure viewpoint, slicing requires the partitioning and assignment of a set of dedicated resources that can be used in an isolated, disjunctive or shared manner. Examples of resources to be partitioned, understanding they could be physical or virtual in type, would be: bandwidth on a network link, forwarding tables in a network element, processing capacity of servers, assuming that slices will often contain a combination/group of resources. 

For the enablement of network slicing, there are several candidate technologies, including:   

· Network Functions Virtualization (NFV) for enabling Virtual Network Functions (VNF).
· Software Defined Networks (SDN) that separate control and user plane, and provide abstraction of resources towards external players enabling programmability. 
· Edge Computing and Fog Computing (FC) for bringing together content and network applications closer to the user, enabling service customization. 

The combination of the aforementioned enablers allows on-demand provision of network resources as well as VNFs and applications. Depending on the requirements of the particular service, e.g. if sensitive to latency,  a flexible hosting, closer to or directly at the edge versus at the core cloud platform, can be supported.

5.4 Transport: Backhaul/Front-haul

The exploding demand for mobile data and valued-added services (e.g. mobile broadband service) has caused exponential growth of data traffic in mobile networks. The Mobile Network Operators (MNOs) are facing now the challenge to greatly increase the capacity and coverage of their networks to meet the exponential traffic growth. To support this challenge and to meet the 5G requirement, the architecture of Cloud-based Radio Access Network (C-RAN) has been considered by MNOs and service providers as a cost-efficient way to bring significant OPEX and CAPEX reductions with respect to traditional equipment deployments.

The C-RAN approach advocates for the separation between the radio elements of the base station (called Remote Radio Heads, RRH) and the elements processing the base band signal (called Base Band Units, BBU) which are centralized in a single location or even virtualized into the cloud. This approach benefits from simpler radio equipment (RRH) at the network edge, easier to operate and cheaper to maintain, while the main RAN intelligence (BBUs) is centralized in the operator controlled premises. The challenge of C-RAN deployments is that the separation of BBU and RRU requires these two elements to be connected through a high-speed low-latency and accurately synchronized network, the so-called Fronthaul (FH) interface. Such critical requirements can currently only be met by fibre optics, e.g. via point-to-point optical link. The current fronthaul interface has the following main limitations: 

· It requires high speed, ideally optical connectivity, which may not be available at all locations 

· The adoption of optical connectivity increases the cost and reduces the deployment flexibility of small cell solutions

· Network operation is costly and inefficient, i.e. the bandwidth usage is constant and independent of user traffic

· Only point-to-point connections are allowed, which results in low path diversity;

· Fronthaul is a separate network segment, completely incompatible to the backhaul in terms of data, control, and management plane. 
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Figure 5 – Traditional C-RAN architecture
In light of this, the industry and standardization communities (e.g. IEEE 1904) are currently considering a re-design or evolution of the fronthaul interface to alleviate the high costs looking at more flexible ways of RAN centralization by decomposing the base station (BS) functionality into functions that can be processed either centralized (at the BBU) or by the RRU. This can be relax the stringent transport requirements on the fronthaul allowing also the use of heterogeneous interfaces including microwave, Ethernet, IP/MPLS etc. in a partially mesh topology with high path diversity between RRU and BBU to increase flexibility and reliability. This gives rise to different split options considering different transport requirements as elaborated in [4]. 

Furthermore, by means of virtualization, i.e. NFV and through the use of virtual machines, the base station functions can also be flexibly distributed and moved across edge and core network cloud platforms, providing another degree of freedom for accommodating reliability and other dynamic performance requirements. This leads to a new generation of Fronthaul for 5G transport network, as illustrated in Figure 3. 
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Figure 6 – Functional flexible split in partial mesh heterogeneous fronthaul network

The telecom industry is actively looking into less extreme ways of RAN centralization in 5G by offering different split options between centralized and remote RAN functionality, to 

· relax the stringent transport requirements on the fronthaul

· reduce the transport costs in term of CAPEX 

· allow alternative transport technologies other than dark fiber, which is usually unfeasibly expensive and not accessible by most carries, in order to ensure higher availability of suitable fronthaul connectivity

Depending on how RAN functionality is split, there are highly varying performance requirements in terms of latency and bandwidth on the transport network.  In general, the lower we place the functional split within the protocol stack, the higher the overhead and the more stringent backhaul requirements. To support different functional splits implies that the QoS support in the integrated fronthaul and backhaul as compared to traditional backhaul is driven by much more diverse, more stringent QoS requirements. 

In virtualizing a base station there is a need to maintain some physical radio functionality to provide the desired coverage, which results in decomposing a base station into two components. Such decomposition facilitates the implementation of the upper protocol layers as a virtual network function.   

Small Cell Forum as well as other SDOs, e.g. ITU-T, consider a number of different ways to decompose the legacy base station. An overview of the protocol stack considering the different base station decomposition approaches is illustrated in Figure 3 below. In the conventional CPRI approach the physical function is only composed by the RF components with all other functions being centralized. 

[image: image7.emf]
Figure 7 – Various base station functional decomposition approaches [15]
The components performing L1 processing can be split between the virtualized small cell function and remote small cell. There are several options for performing such a split ranging from no L1 processing at the remote small cell which then becomes a remote radio head (RRH) to a significant portion of the L1 located at the remote location. The different options for L1 decomposition are shown in Figure 4 below. 
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Figure 8 – Functional decomposition for PHY Layer [15]
Small Cell Forum has analyzed these different decompositions considering the capacity, latency and delay variance requirements of the fronthaul link to permit the use of sub-ideal, packetized, standardized technologies. The different functional split options considering the relaxation in the fronthaul latency and bandwidth as the various functions are decomposed between the PNF and VNF components is illustrated in Table 1 below. 

[image: image9.emf]Table 1 – Various base station functional decomposition options [15] 
The functional splits analyzed by the Small Cell Forum [1] consider the scenario: 1 user per TTI, 20 MHz channel BW, UE IP MTU 1500 bytes; DL: MCS 28, 2x2 MIMO, 100 RBs for data, 2 TBs of 75376 bits per sub-frame, CFI = 1; UP: MCS 23, 1x2 SIMO, 96 RBs for data, 1 TB of 48936 bits per sub-frame.

5.5 Edge Computing 

Edge computing enables IT and cloud computing capabilities at the fixed access, enterprise and RAN edge in a close proximity to end users offering an ultra-low latency environment with high bandwidth, and real-time access to radio and network analytics. The use of edge computing can provide the potential for developing a wide range of new applications and services bringing innovation and new business drives. In particular, context related information and specific content, proximity and location awareness can create business value opportunities offering a customized broadband experience. Service providers may also benefit from edge computing in collecting more information regarding customers in terms of content, location and interests, in order to differentiate their portfolio or introduce new services or simply use such information for commercial reasons.    

A recently standardization effort on edge computing is ETSI Mobile Edge Computing (MEC) [20]. MEC offers an open radio network edge platform, facilitating multi-service and multi-tenancy by allowing authorized third-parties to make use of the storage and processing capabilities introducing new business on demand, in a flexible manner. MNOs can then provide cloud services and additionally monetize the broadband experience providing an insight of RAN and network conditions to third parties to facilitate service enhancements. Within BBF, content storage at cloud platforms in a closer proximity to the user considering 4K Video is studied in the SD-364 [19]. MEC can also benefit from the ubiquitous coverage of cellular networks to become the key enabler for supporting M2M and IoT services that currently mature shaping vertical segments services including energy utilities, automotive, smart city services, etc.     
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Figure 9: Mobile edge computing deployment scenarios [20]
There are different commercial uses of MEC considering the availability of the access technology and the deployment space. For outdoor regions, MEC can be deployed either direct at the RAN or above in close proximity, enabling a close coordination of the application or service with the RAN, and a flexible service provision in key locations understanding traffic characteristics and radio conditions. Such deployment scenarios are considered in BBF TR-221 amendment 1 [21] which introduces the notion of small cell gateway at the RAN or directly to the mobile backhaul. MEC can also support vertical segments and emerging big data services, e.g. video analytics. For indoor environments, MEC can act as a powerful on-premises gateway, enabling multiple services for a particular location, such as building management, retail service, augmented reality in museums, streaming in sports and social events, security in public spaces and social network applications. From the business perspective, MEC should enable a secure cloud platform architecture and APIs to enable third players to share and use it dynamically installing and modifying easily new services and interact efficiently with the RAN being able retrieve information.
6 Impact on BBF Architecture: Gap Analysis

5G requirements and enablers introduce a set of enhancements in the current BBF architecture in order to facilitate the envisioned stringent requirements of the emerging 5G services. The current study focuses on 5 areas, without this meaning that this list is explicit. 

The main enhancements the 5G requirements and enablers introduces on the BBF architecture concentrate on flexibility to support different type of business scenarios, e.g. vertical segments, and services with diverse requirements, the provision of isolation and QoS between services, tighter management of services and networking as well as softwarerization of network functions, considering the evolution of backhaul/fronthaul and the next stage of integrating wireline and wireless networks.  

In particular, with respect to the five different areas the specific BBF architecture gaps are:

· Unified control-plane (FMC) – to enable true fixed and mobile convergence

· Policy provision and QoS – introduce functions that are common 

· Authentication and charging – introduce functions that are common

· Network Function Virtualization (NFV) – flexibility in function (de)composition and allocation by

· Unifying common BBF architecture functions through the use of network function virtualization for the wireline and wireless access network.

· Allocating flexibly network functions composed by selected sub-functions of the conventional functions.

· Network Slicing – introduces significant business opportunities for the current BBF architecture. To enable such opportunities we identify the following gaps:

· Network slice controller that aims to provide admission control/resource negotiation for a network slice request. Can enable on-demand network slice provision configuring accordingly the network equipment.

· Network slice blueprints – specify network slice templates considering different service types, e.g. IoT, V2X, etc., based on certain policies.  

· Network slicing in a converged network environment combining resources from both fixed and mobile networks. 

· Interfaces towards virtual segments – enable vertical segments and service providers to enquire network slices providing SLA and timing requirements.     

· Transport - Mobile Backhaul/Fronthaul – provide the evolution towards 5G.

· Fronthaul considering a flexible functional split in a C-RAN environment

· Backhaul synchronization requirements for supporting dual connectivity 

· Support QoS provision under the same physical infrastructure links that facilitates at the same time both backhaul/fronthaul services

· Mobile Edge Computing – enable a closer coordination of service and networking

· Application feedback provision, impact on QoS provision for adaptive content optimization, e.g. considering DASH.

· Impact of network resource provision for video services when cloud platforms can offer caching capability and video optimization. 

· Enhancing access nodes for supporting edge-cloud capabilities, differentiating traffic related to cloud applications, e.g. computation offloading, storage, etc., from convention traffic.   

7 Recommendations
5G requirements and enablers can facilitate the means for business innovation and new prospects considering the BBF architecture, identifying five key areas that can be combined in order to introduce new work items. BBF should further investigate 5G enabling technologies in depth considering a technical direction. Considering the gaps identified, it is recommended that new work items should be considered for the following areas: 

· FMC: Fixed and mobile convergence considering common functions and investigating the concepts of flexible functional (de)composition and allocation. 

· Network Slicing: Define the notion of network slicing in context of the BBF. Consideration of relevant service blueprints. Specifation of relevant network control and resource management functions and associated interfaces.  

· 5G Mobile Fronthaul: Define the fronthaul requirements for flexible functional split service optimizations.  

· Cloud CO: Evaluate the impacts of the 5G framework on the BBF Cloud CO project and other associated projects.
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