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Executive Summary
Purpose and Scope
1.1 Purpose
The purpose of this study is to find common interfaces for the Access Network and Core Network, to support converged wireline-wireless networks that use the 5G core network.

This project will study N1, N2 and N3 interfaces and provide detailed feedback to 3GPP in the context of 5G Fixed (as recommended by the joint 3GPP-BBF Workshop), to let 3GPP evaluate how to proceed with this as swiftly as possible.

This project will specify of a 5G Access Gateway Function (AGF) that adapts fixed access onto the 5G core, and then consider and specify several architectural deployment options as well as the underlying infrastructure sharing aspects.

It will also devise strategies and develop specifications to address a desire by a number of operators for interworking of existing fixed access subscribers and deployed equipment into a 5G core.

With the outcome of this project, BBF will provide recommendations for 5G system architectural and functional integration related to highlighted/identified convergence items during the joint 3GPP-BBF Workshop.
1.2 Scope

This project focuses on the following technical study work,

· Study of the architectural and functional impact on the fixed broadband system of wireline access integration, especially on N1, N2, N3 reference points.

· To identify if there are gaps on User Plane and Control Plane functions, to support fixed access sessions. In particular, this study compares fixed access requirements with functionalities provided by AMF, AUSF, SMF and UPF.

· To address in particular the support by the converged core of the following requirements for fixed access:

· Session management, including e.g. VLAN tagging modes

· RG authentication

· Session authorization and service instantiation

· End-to-end QoS

· Study and definition of a function, named Access Gateway Function (AGF) in this study document, addressing the support of N2/N3 by a BBF-specified wireline access network, and where in the network such 5G AGF is to be placed. The AGF functionality includes relay of N1, mapping and termination of N2 and N3. It would be the functional equivalent of an eNodeB but where the access media was fixed instead of an air interface. The work will reference the appropriate 3GPP specifications. The AGF functionality may also include mapping and termination N1 in case of support of legacy RG. This study will make recommendations for 3GPP and BBF to further specify such a function (AGF) in standardization.

This project will focus on trusted Non-3GPP access. The timeline of the study will align with the 3GPP roadmap for Rel.15 (study) and Rel.16 (normative).

This project makes recommendations for changes to existing BBF specifications, including nodal behavior modifications and some feature deprecation. The outcome of this project may require modifications to at least the following BBF specifications:

· TR-124 “Functional Requirements for Broadband Residential Gateway Devices”

· TR-69/TR-181 “CPE WAN Management Protocol” and the associated management models

· TR-178 “Multi-Service Broadband Network Architecture and Nodal Requirements”

FMC architectures need to support the case where the Converged Network Operator gets the Wireline Access from an Access wholesaler.
2. References and Terminology

2.1 Conventions
In this Study Document, several words are used to signify the requirements of the specification. These words are always capitalized. More information can be found be in RFC 8174 [1].
	MUST
	This word, or the term “REQUIRED”, means that the definition is an absolute requirement of the specification.

	MUST NOT
	This phrase means that the definition is an absolute prohibition of the specification.

	SHOULD
	This word, or the term “RECOMMENDED”, means that there could exist valid reasons in particular circumstances to ignore this item, but the full implications need to be understood and carefully weighed before choosing a different course.

	SHOULD NOT
	This phrase, or the phrase "NOT RECOMMENDED" means that there could exist valid reasons in particular circumstances when the particular behavior is acceptable or even useful, but the full implications need to be understood and the case carefully weighed before implementing any behavior described with this label.

	MAY
	This word, or the term “OPTIONAL”, means that this item is one of an allowed set of alternatives. An implementation that does not include this option MUST be prepared to inter-operate with another implementation that does include the option.


2.2 References

The following references are of relevance to this Study Document. At the time of publication, the editions indicated were valid. All references are subject to revision; users of this Study Document are therefore encouraged to investigate the possibility of using the most recent edition of the references listed below. 
A list of currently valid Broadband Forum Technical Reports is published at 
www.broadband-forum.org. 
	Document
	Title
	Source
	Year

	[1] RFC 8174
	Ambiguity of Uppercase vs Lowercase in RFC 2119 Key Words
	IETF
	2017

	[2] 3GPP TS 33.501
	Security Architecture and Procedures for 5G System, Release 15
	3GPP
	

	[3] 3GPP TR 22.261
	Service requirements for next generation new services and markets
	3GPP
	

	[4] 3GPP TR 23.716
	Study on the Wireless and Wireline Convergence for the 5G system architecture (Release 16)
	3GPP
	October, 2018

	[5] 3GPP TR 23.799
	Study on Architecture for Next Generation System
	3GPP
	

	[6] 3GPP TS 23.501
	System Architecture for the 5G System
	
	

	[7] 3GPP TS 23.502
	Procedures for the 5G System
	3GPP
	

	[8] 3GPP TS 23.503
	Policy and Charging Control Framework for the 5G System, Stage 2, Release 15
	3GPP
	September 2018

	[9] 3GPP TS 24.301
	Non-Access-Stratum (NAS) protocol for Evolved Packet System (EPS): Stage 3
	3GPP
	

	[10] 3GPP TS 23.214
	Architecture enhancements for control and user plane separation of EPC nodes: Stage 2 (Release 15)
	3GPP
	September 2018

	[11] 3GPP TS 23.122
	Non-Access-Stratum (NAS) functions related to Mobile Station in idle mode
	3GPP
	

	[12] 3GPP TS 29.244
	Interface between the Control Plane and the User Plane Nodes;

Stage 3 (Release 15)
	3GPP
	June 2018

	[13] 3GPP TS 36.300
	Evolved Universal Terrestrial Radio Access (E-UTRA) 

and Evolved Universal Terrestrial Radio Access Network 

(E-UTRAN);

Overall description, Stage 2, Release 15
	3GPP
	June 2018

	[14] 3GPP TS 38.300
	NR and NG-RAN Overall Description, Stage 2, Release 15
	3GPP
	June 2018

	[15] 3GPP TS 38.414
	NG data transport, Release 15
	3GPP
	June 2018

	[16] 3GPP S2-174885
	3GPP SA2 Contribution S2-174885; Agreed by SA2#122 meeting on 26 - 30 June
	3GPP
	26 June, 2017

	[17] TR-069
	CPE WAN Management Protocol
	BBF
	

	[18] TR-101
	Migration to Ethernet-based Broadband Aggregation
	BBF
	2011

	[19] TR-124
	Functional Requirements for Broadband Residential Gateway Devices
	BBF
	

	[20] TR-134
	Broadband Policy Control
	BBF
	

	[21] TR-146
	IP Session Management
	BBF
	

	[22] TR-156
	Using GPON Access in the context of TR-101
	BBF
	2017

	[23] TR-167
	GPON-fed TR-101 Ethernet Access Node
	BBF
	2017

	[24] TR-177
	IPv6 in the context of TR-101
	BBF
	

	[25] TR-178
	Multi-service Broadband Network
	BBF
	

	[26] TR-181i2
	Device Data Model for TR-069
	BBF
	

	[27] TR-187i2
	IPv6 for PPP Broadband Access
	BBF
	

	[28] TR-291
	Nodal Requirements for Interworking between Next Generation Fixed and 3GPP Wireless Access
	BBF
	

	[29] TR-300
	Policy Convergence for Next Generation Fixed and 3GPP Wireless Networks
	BBF
	

	[30] TR-317
	Network Enhanced Residential Gateway
	BBF
	2016

	[31] TR-348
	Hybrid Access Broadband Network Architecture
	BBF
	July, 2016

	[32] TR-369
	User Services Platform (USP)
	BBF
	August 2018

	[33] SD-357
	Combined 3GPP and BBF Functions
	BBF
	

	[34] SD-373
	5G Requirements and Enablers
	BBF
	

	[35] RFC-3046
	DHCP Relay Agent Information Option
	IETF
	January, 2011

	[36] RFC-3315
	Dynamic Host Configuration Protocol for IPv6 (DHCPv6)
	IETF
	2003

	[37] RFC-3633
	IPv6 Prefix Options for Dynamic Host Configuration Protocol (DHCP) version 6
	IETF
	2003

	[38] RFC-3646
	DNS Configuration options for Dynamic Host Configuration Protocol for IPv6 (DHCPv6)
	IETF
	2003

	[39] RFC-3736
	Stateless Dynamic Host Configuration Protocol (DHCP) Service for IPv6
	IETF
	2004

	[40] RFC-3748
	Extensible Authentication Protocol (EAP)
	IETF
	2004

	[41] RFC-4861
	Neighbor Discovery for IP version 6 (IPv6)
	IETF
	2007

	[42] RFC-5175
	IPv6 Router Advertisement Flags Option
	IETF
	2008

	[43] RFC-8106
	IPv6 Router Advertisement Options for DNS Configuration
	IETF
	2017

	[44] IEEE Std 802.1X-2010
	IEEE Standard for

Local and metropolitan area networks—

Port-Based Network Access Control

Sponsor
	IEEE
	February 2010

	[45] RFC-3973

Protocol Independent Multicast - Dense Mode (PIM-DM)

IETF

2005


	Protocol Independent Multicast - Dense Mode (PIM-DM)
	IETF
	2005

	[46] RFC-4601
	Protocol Independent Multicast - Sparse Mode (PIM-SM): Protocol Specification (Revised)
	IETF
	2006

	[47] RFC-4604
	Using Internet Group Management Protocol Version 3 (IGMPv3) and Multicast Listener Discovery Protocol Version 2 (MLDv2) for Source-Specific Multicast
	IETF
	2006

	[48] FG IPTV-DOC-0188 
	ITU-T FG IPTV document IPTV Security Aspects
	ITU
	2007

	[49] FG IPTV-DOC-0189
	ITU-T FG IPTV document IPTV Network Control Aspects
	ITU
	2007

	[50] FG IPTV-DOC-0181
	ITU-T FG IPTV document IPTV Architecture
	ITU
	2007


2.3 Definitions

This contribution uses the terminology defined in TR-178 and TR-126, with the addition of the following new terms.
	Network
	

	Core Network
	

	Access Network (AN)
	A network used by a subscriber device to access a service edge, typically IP edge, i.e. BRAS, BNG, P-GW, 5G core.

	Access Type
	this parameter represents the type of Access Network used by a subscriber device to access the 5G Core. In the scope of this document the Access Type can represent the Wireline 5G Access Network (W-5GAN), NG-RAN and Non-3GPP. The term Non-3GPP in this study is considered to be a system not defined by 3GPP and that it is not in the scope of BBF.
Editor’s Note: whether further distinction between integration and interworking is useful and necessary is for further study.

	Wireline Access Network
	Access network conforming with TR-101/TR-178, that can be for example optical fiber, electrical cable, or fixed wireless connection. The egress interface of a wireline access network is either V or (N2', N3').

	Wireless Access Network
	Access Network whose physical media or channel is air, e.g. Cellular, Wi-Fi radio techniques, e.g. egress interface of a 4G cellular access network is S1.

· Cellular Wireless AN

· Wi-Fi Wireline AN

Distinguish RG as UE and RG as relay UE for Wi-Fi.

	Hybrid Access
	Access that utilize both wireline access network and wireless access networks. From the perspective of RG, 5G-RG or UE, this can either be exclusive or simultaneous access.

	Adaptive AGF
	Adaptive Access Gateway Function – Provides a common access point to the 5G Core for both FN-RG and 5G-RG. Part of the a migration strategy from BBF to 5G Core.

	Wireline 5G Access Network (W-5GAN)
	This is a wireline AN that can connect to a 5G core via the AGF. The egress interfaces of a W-5GAN form the border between access and core. They are N’2 for the control plane and N’3 for the user plane.

	5G Access Network (5GAN)
	This comprises 5G radio ANs (NG RANs) and 5G wireline ANs connecting to a 5G core.

	Access Gateway function (AGF)
	A function which added to a wireline AN, allows connectivity to the 5G core.

	AGF-CP
	The control plane of the AGF is in charge of the mediation between the AN control plane and N2’.

	AGF-UP
	The user plane of the AGF is in charge of the mediation between the AN user plane and N3’.

	5G-RG
	An RG acting as UE with regard to the 5G core. It holds a secure element and exchanges NAS signaling with the 5G core.

	FN-RG
	An RG not supporting direct connection with 5GC Network Function e.g. it does not support 5G NAS. The FN-RG is a RG specified by TR-124i5.

	5G Fixed Mobile Interworking Function (FMIF)
	A function which is added to a wireline AN, allows interworking with the 5G core supporting the interconnection of user plane with UPF and control plane with 5GC Network Functions. The 5G FMIF may also be split into FMIF Control Plane and FMIF User plane to support N1’’/N2’’ and N3’’ in control plane and user plane, respectively.

	N1
	"Reference point between UE and the AMF" [6].

	N1’
	 Reference point between 5G-RG and the AMF.

	N2
	 "Reference point between (R)AN and the AMF" [6].

	N2’
	Reference point between W-5GAN and the AMF. On the W-5GAN side, the termination point is the AGF-CP.

	N3
	"Reference point between (R)AN and the UPF" [6].

	N3’
	Reference point between W-5GAN and the UPF. On the W-5GAN side, the termination point is the AGF-UP.

	Definitions of 3GPP concepts: The following definitions report a resuming of 3GPP definitions.  In case of the inconsistency between the text in the following and 3GPP definition in [2], [6] and [7], the 3GPP takes precedence.

	5G Access Network (5GAN)
	This comprises 5G radio ANs (RANs) and 5G wireline ANs connecting to a 5G core.

	5G System (5GS)
	A system consisting of 5G Access Network (AN), 5G Core Network and UE.

	Network Instance
	Information identifying a domain. Used by the UPF for traffic detection and routing in the case of different IP domains or overlapping IP addresses.

	Network Slice
	A logical network that provides specific network capabilities and network characteristics.

	Network Slice Instance
	A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice.

	NSI ID
	an identifier for a Network Slice instance.

	Network Slice Selection Assistance Information (SM-NSSAI)
	SM-NSSAI = Slice Service Type (SST) [+ Slice Differentiator (SD)]

Using Network Slice Selection Policy (NSSP), the UE associates its applications with SM-NSSAIs and determines the PDU session which this traffic should be routed to.


	NSSP (Network Slice Selection Policy)
	

	NSSAI
	It is the set of SM-NSSAI that a UE is authorized to access. It is stored in the UE and corresponds to the NSSAI in the subscriber information in the network database.

	Allowed NSSAI
	NSSAI provided by the serving PLMN network during e.g. a registration procedure, indicating the S-NSSAIs value that the UE could use in the serving PLMN of the current registration area. 

	Configured NSSAI
	An NSSAI that has been provisioned in the UE. For instance, the 5G-RG may store a configured NSSAI for VoIP traffic applicable to one or more PLMN.

	
	

	Requested NSSAI
	NSSAI provided by the UE to the Serving PLMN during registration.

Subscribed S-NSSAI: S-NSSAI based on subscriber information, which a UE is subscribed to use in a PLMN.

	PDU session
	Temporal association between the UE and a Data Network that provides a PDU connectivity service. A session can be IP, Eth or unstructured.

	Access & Mobility Function (AMF)
	The AMF is a 5GC-CP function that terminates N1, the control interface with UEs, and N2, the control interface with access networks.It is responsible for mobility & access related functions. It acts as the security anchor point for a given UE. At PDU session establishment, it selects the SMF corresponding to the requested slice and targeted DN, and relays session related messages to this SMF.

	Session Management Function (SMF)
	The SMF is a 5GC control plane function.
Its main functionalities:

· establishing

· modifying and releasing sessions

· maintaining tunnel(s) between UPF and access network

· UPF control and selection

· address allocation

· policy and QoS enforcement, including traffic usage report control

5GC-UP: The 5GC user plane is a chain of UPFs.

	User Plane Function (UPF)
	The UPFs provide the following functions:

· PDU session point of interconnection to Data network

· packet routing & forwarding

· packet inspection and UP part of Policy rule enforcement

· uplink classifier to support routing traffic flows to a data network

· branching point to support multi-homed PDU session

· QoS handling for UP, e.g. packet filtering, gating, UL/DL rate enforcement, transport level packet marking

· Lawful intercept

· Traffic Usage Reporting

	Policy Control Function (PCF)
	The PCF supports a unified policy framework to govern network behavior and provides policy rules to CP function(s) to enforce them. It utilizes subscription information relevant for policy decisions stored in a UDR.

	User Data Management (UDM)
	The UDM has two parts, the application front end (FE) and the User Data Repository (UDR).
The data stored in the UDR is accessed via FE and includes::

· User subscription data, including identifiers, security credentials, access and mobility related and session related data

· Policy data

	Authentication Server Function (AUSF)
	The AUSF supports the authentication server functionalities as defined in 3GPP [6] and [2].



2.4 Abbreviations

This Study Document uses the following abbreviations:
	AAA
	Authentication, Authorization and Accounting

	ACS
	Auto-Configuration Server (TR-069)

	AF
	Application Function

	AGF
	5G Access Gateway Function

	AMF
	Access and Mobility Management Function

	AN
	Access Node

	API
	Application Programming Interface

	AUSF
	Authentication Server Function

	BBF
	Broadband Forum

	BPCF
	Broadband Policy Control Function

	BNG
	Broadband Network Gateway

	BRG
	Bridged RG

	BSG
	Broadband Service Gateway

	BSS
	Business Support Systems

	CPE
	Customer Premises Equipment

	DC
	Data Center

	DHCP
	Dynamic Host Configuration Protocol

	DM
	Data Model

	DN
	Data network

	FAP
	Femtocell Access Point

	FTTdp
	Fiber To The Distribution Point

	FMIF
	5G Fixed Mobile Interworking Function

	GW
	Gateway

	Adaptive AGF
	Adaptive Access Gateway Function

	LSL
	Logical Subscriber Link

	MSBN
	Multi-Service Broadband Network

	MS-BNG
	Multi-Service BNG

	NAS-MM
	

	NAT
	Network Address Translation

	NERG
	Network Enhanced Residential Gateway

	NFV
	Network Function Virtualization

	NFVI
	NFV Infrastructure

	OAM
	Operations, Administration and Management

	OSS
	Operations Support Systems

	PCF
	Policy Control Function

	PCRF
	Policy and Charging Rules Function

	PON
	Passive Optical Networking

	(R)AN
	(Radio) Access Network

	RG
	Residential Gateway

	SDN
	Software-Defined Networking

	SMB
	Small/Medium Business

	SMF
	Session Management Function

	STB
	Set Top Box

	UDM
	Unified Data Management

	UE
	User Equipment

	UML
	Unified Modeling Language

	UPF
	User plane Function

	USP
	User Services Platform

	VBG
	Virtual Business Gateway

	vBNG
	Virtual BNG

	vG
	Virtual Gateway

	5GC
	5G Core Network


3. Study Document Impact
3.1 Energy Efficiency 
3.2 Security
3.3 Privacy
4. Introduction

SD-407 studies 5G FMC scenarios and provides recommendations on using a converged network for wireline subscribers and services. The converged network includes a 5G core network, enhanced to support wireline access.

[image: image1.png]5G Converged
Core Network

)
Fixed Wireless
%
E§ - ‘: Network
e Wieins
E 7777777 = \_Core Network \_ J

[ Co-existence >




Figure 4‑1: Wireline Access with a Converged Core network

Today wireline access is served by a wireline core network, comprised of MS-BNGs and servers - typically AAA and policy servers (BPCF) - delivering functions such as user authentication, authorization, accounting, IP addressing, bandwidth management, service policies, and lawful intercept.

SD-407 studies two new scenarios that take advantage of a converged core network, while recognizing that co-existence with the existing wireline network remains important, and that there needs to be a clear migration path towards convergence, see Figure 4‑1.

The two new deployment scenarios are:

· The Integration scenario – in this scenario, the converged 5G core network is used to deliver functions traditionally offered by the wireline core network. This scenario assumes some modifications to the Residential Gateway (5G RG) and a new function to mediate between the wireline access network and the converged core network, called the 5G Access Gateway Function (5G AGF).

· The Interworking scenario – in this scenario, the wireline core network continues to provide subscriber management and IP functions, but an interworking function (5G Fixed Mobile Interworking Function – 5G FMIF) enables some form of service convergence by linking the wireline core network to the converged core network.

Note that these scenarios are not mutually exclusive. For example, a network service provider may continue to support certain subscribers or services while migrating at least some of their subscribers to using the 5G core via either the integrated or the interworking scenarios.

For both these new scenarios there are two different cases. In the first, the RG is only connected via the wireline access network, and in the second, the RG is connected to both the wireline access and NG-RAN (so called Hybrid Access mode); note that both access types may or may not be used simultaneously.

Finally, the case of Fixed Wireless Access is considered, i.e. the RG is only connected to the NG-RAN and has no wireline connection. This scenario is described as “standalone” in Figure 4‑1.

It should be noted that in the whole document, the architectural figures represent functional scenarios and as such do not depict the possible cardinalities of inter-function relations. For example, this means that the AMF for the UE does NOT have to be the same as the AMF for the RG, as the UE may have its own slice, independent from the RG slices.

In addition to the deployment scenarios, this study document focuses on three service models that are relevant for wireline access sessions.

The three service models are not mutually exclusive. 
For example, the same RG could support simultaneously models #1 and #2 for different services. The support of NERG is not considered in the scope of this study.

The three service models are:

1) Routed IP service model – This model is used for broadband residential services. The residential gateway acts as a router and the user plane function receives IP packets from the RG that have an IP source address and a MAC address from the RG. The user plane function delivers IP packets to the Data Network. This model can also be used in a wholesale scenario, when traffic hand off is done at layer 3.

2) Bridged IP service model – This model is used to support the RG bridges IP-over-Ethernet frames from devices in the home. The user plane function terminates the Ethernet layer and delivers IP packets to the Data Network. This service model can also be used for some IPTV use cases, where the Set Top Box traffic is bridged by the RG.

3) Ethernet service model – This model is for native layer 2 services, as both the RG and the user plane function process Ethernet frames. Enterprise Ethernet services (e.g. Ethernet private lines) and layer 2 wholesale are key use cases associated to this service model.

The following table summarizes the three service models;

	Number
	Service Model Name
	RG type
	PDU Session (N3/N9)
	UP DN (N6)
	Examples of Use cases

	#1
	Routed IP
	Routed
	IP
	IP
	Residential broadband, Routed IPTV, L3 wholesale.

	#2
	Bridged IP
	Bridged
	combined IP/Ethernet 
	IP
	Residential broadband, Bridged IPTV.


	#3
	Ethernet
	Bridged or Routed
	Ethernet
	Ethernet
	Enterprise Ethernet, L2 wholesale.


	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


5. Coexistence Requirement
5.1 Description

Coexistence utilizes existing mechanisms in TR-101 [18] / TR-178 [25] Ethernet access networks to allow the interconnect of multiple classes/instances of service edges to premises equipment. It also provides the capability to permit multiple service edges to be interconnected with a single premise. This permits side by side deployment of all scenarios discussed in the following sections (integrated, interworking, legacy etc.) as well as additional service offerings not described such as AN delivered linear IPTV, business services etc.
The primary mechanisms employed are:

· connection multiplexing at the U reference point on the basis of either customer VLAN tagging and/or ethertype protocol ID.

· connection multiplexing at the V reference point on the basis of VLAN tag/tag stack.

The underlying technology of the aggregation network is unspecified, and merely needs to provide p2p Ethernet transport. This is achieved today using MPLS, PON systems, P2P fiber, etc.
5.2 Business Drivers for Operators

Editor’s note: this motivation content should be moved earlier in the document as it is fundamental to the architecture, Dave to provide proposal

The motivation for operators is that:

1. The integrated scenario can be incrementally deployed via repurposing existing access facilities and unmodified access nodes

2. The integrated scenario can be deployed without disturbing existing customers.

3. Coexistence would allow regulatory requirements for L2 unbundling of the access to continue to be supported. L2 wholesale interfaces would continue be supported and provides for a clear separation of interests.
5.3 Architecture(s)
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Figure 5‑1 Representative view of coexistence

The architecture depicted in Figure 5‑1 is unmodified TR-101 [18] or TR-178 [25] depending on the vintage of deployment. The customer premises/customer located equipment can be any of several classes of device (5G-RG, FN-RG and Other illustrated as exemplars). The access technology at the U reference point can be DSL, PON or proprietary approaches. The V reference point is TR-101 tagged Ethernet, either as a native 802.3 interface, or may be delivered by an underlying transport technology. The service edge can be any of several classes of nodes.
The coexistence of legacy access and 5G fixed access on common infrastructure requires a means of resource arbitration/administration/configuration in the access. The resources to be arbitrated/administered is bandwidth, VLAN tag values, and filtering at the AN. The set of VLAN values would include those exposed on the U reference point (RG and 5G-RG) and those exposed on the V reference point (AGF and BNG).
This may be performed by pre-provisioning of the access network and static delegation of the pre-provisioned tag spaces and bandwidth to the BNG or AGF, or more dynamic behavior may be implemented by a common management function referred to as an Access network Resource Control Function (ARCF). An ARCF client can request add/modify/delete of an Ethernet EVC to an end-system served by the access network on the basis of facility ID, and optionally trunk ID with a given QoS profile, classification and filtering information [18] to be used at the AN (ethertype or C-tag). The information returned upon completion of access network configuration would be confirmation of the request, the tag value presented at the UNI (if requested) and the tag stack presented at the V interface.
In both scenarios the specific functionality associated with access network resource control are expected to be confined to BBF defined components. Primary examples of this are in section 3.1 of TR-101 issue 2 [18].
5.4 Legacy AN Aspects

A key aspect of the scenario is the desire to support 5G fixed access with existing deployed access equipment. Therefore, there are a number of existing AN features that the design of AGF to 5G-RG protocol interaction is expected to either leverage or accommodate. A non-exhaustive list would include:
· Advertisement of line ID information and line characteristics.

· Anti-spoofing capabilities for both IP and MAC addresses

· Broadcast limiting

· VLAN classification on the bases of received tag or ethertype.

· Policing and remarking of upstream packets

6.  Integration scenario
6.1 Description
In this scenario, the converged 5G core network is used to deliver functions traditionally offered by the wireline core network. This scenario assumes some modifications to the Residential Gateway (5G RG) and a new function to mediate between the wireline access network and the converged core network, called 5G Access Gateway Function (5G AGF).

6.2 Business Drivers for Operators

The integration scenario of 5G FMC would enable the operators to have a single 5G core network for both mobile and fixed access networks. The 5G core network performs single subscriber management, which will ease the implementation of differentiation tariffs. It can also handle the session mobility between fixed devices and mobile ones.

6.3 Architecture(s)

The integration scenario for the wireline access is depicted in Figure 6‑1.
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Figure 6‑1: Integration scenario for wireline access

The egress interfaces of a W-5GAN form the border between access and core. They are N2' for the control plane and N3' for the user plane.

In the scenario depicted in Figure 6‑1, there is no NG-RAN connecting the 5G-RG which is only connected via wireline access. The user devices (i.e. UE, PC, and STB) access to the 5G Core Network (5GC) through 5G-RG and W-5GAN. N1’ is supported by 5G-RG and carried over the W-5GAN. W-5GAN comprises of wireline access nodes (legacy) and an adaption function for 5G convergence, i.e. 5G AGF. The 5G AGF may be split into AGF-CP and AGF-UP, which support N2’ and N3’ to interact with AMF and UPF in the control plane and data plane, respectively.
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Figure 6‑2: Integration scenario for wireline access －5GC capable UE with N1 interface

In the scenario depicted in Figure 6‑2, the 5G-RG and the W-5GAN are connected to 5GC and UPF as in Figure 6‑1. A 5GC capable UE is a 3GPP UE that supports N1 signalling and can therefore use the 5GC network at its own right. 
Figure 6‑3 provides more details about the connectivity of the UE. 
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Figure 6‑3: Connectivity for 5GC capable UE behind 5G-RG

When 5G-RG is serving a 5GC-capable UE, the control and user plane packets of the 5GC-Capable UE is transported using a 5G-RG IP PDU session and then from PSA UPF of that PDU session to a Trusted Network Gateway Function (TNGF). The TNGF is a function similar to the N3IWF defined by 3GPP in Rel-15, but it is providing connectivity to the 5G core network without encrypting the user plane traffic. 

NOTE: The traffic from 5GC UE is over-the-top from the RG and W-5GAN perspective. 

Editor’s Note: the protocol stack to be used on the NWt interface will be defined by 3GPP.

A single 5G-RG IP PDU session can be used to serve multiple 5GC capable UEs. 

5GC architecture for supporting the 5GC capable UE

Figure 6‑4 shows the detailed 5GC reference architecture for supporting the 5GC capable UE, including how the different nodes used for the 5G-RG and the 5GC capable UE are connected.

The W-5GAN maintains N2 and N3 connections for 5G-RG and TNGF maintains N2/N3 for the 5GC-capable UE. Consequently, the N1 connection from the 5GC-capable UE is independent from the 5G-RG’s N1 connection.

The same serving PLMN will be used for both the 5G-RG and the 5GC-capable UE and in case the 5GC-capable UE has a subscription for another PLMN, the 3GPP roaming model and interfaces are used.
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Figure 6‑4: Reference 5GC architecture for the 5G-capable UE behind a 5G-RG using W-5GAN or NG-RAN access

6.4 5G-RG and SMF requirements
The following requirements for the 5G RG and the SMF have been derived:

1) 1.The 5G RG MUST support NAS signaling as well as other parameters required to identify the 5G RG and the services it is expecting from the network:

1. The 5G RG MUST use the S-NSSAI configured by the network or the S-NSSAI received over NAS from the network to identify itself as requiring a 5G RG type of service. The S-NSSAI may be used by the network to identify a Fixed Access service.

2. The 5G RG MUST use the 5G GUTI (global unique temporary identifier) received over NAS to identify itself in the network and provide this information in association with initial NAS signaling sent to the network.

For a 5G RG working in L3 mode:

1. The 5G-RG SHOULD support WAN side DHCPv4 for addressing and configuration of PDU sessions.

2. The 5G-RG MUST support SLAAC for PDU session addressing.

3. The 5G-RG MUST support stateless DHCPv6 in the WAN side for obtaining additional PDU session configuration information.

4. The 5G-RG MUST support requesting DHCPv6 Prefix Delegation for assigning a prefix for the LAN interface per PDU session.
5. The 5G-RG SHOULD support local configuration of premises network IPv4 and IPv6 addressing.
6. The SMF MUST support DHCPv4 server or relay functionality

7. The SMF MUST support stateless DHCPv6 server or relay functionality

8. The SMF MUST support DHCPv6 Prefix Delegation.

9. The 5G RG MUST perform IPv4 NAPT for internet access.

10. The 5G RG SHOULD support DHCPv6 non temporary address assignment (DHCPv6 IA_NA) for the WAN interface for each PDU session.
11. Should support local configuration of premises administered network addressing

For a 5G RG working in L2 mode:

1. For traditional bridged RG, it is assumed that individual end user devices have a unique MAC address and support VLAN. If a subscriber’s MAC is NAT’ed, it must be 1:1.
Editor’s note: which entity is performing MAC NAT to be clarified

2. The 5G bridge RG MUST be able to use a single PDU session of Combined Ethernet/IP or Ethernet type to connect a single premises LAN instance with multiple attached MAC addressed Ethernet end stations to the 5GC.

3. The 5G bridge RG MUST support more than one PDU session. At least one PDU session type IP for RG management via the WAN interface. And at least one PDU session type Ethernet for bridging end customer traffic.
Editor’s note: this requirement requires further discussion

For a 5G RG supporting a 5GC capable UE:

1. The RG shall advertise a new SSID, using ANQP to indicate which 5GC core networks are reachable.
Editor’s note: a new ANQP syntax will be defined by 3GPP to express that access is provided via the N2/N3 interfaces (as opposed to S2a supported for EPC)
2. The 5G-RG shall work as EAP authenticator, supporting EAP over LAN authentication for the 5GC capable UE.
3. The 5G-RG shall be able to steer traffic from the 5GC capable UEs to a separate/dedicated PDU session, of IP PDU session type.

6.5 5G-AGF requirements
The AGF SHOULD be able to support multicast replication.

1. The AGF MUST be able to map the VLAN tuple identifying the combined Ethernet/IP PDU session supporting a single premises LAN instance to an N3 PDU session.
2. The AGF and UPF MUST support the option of preserving the tag information received from BBF access network across the N3 interface.
3. The L2 session information MUST communicate between the AGF and the SMF the BBF network tag information associated with the PDU session and whether tag information is to be included in N3 PDUs.
6.6 Potential changes to 5G-CN network functions
6.7 Interfaces

6.7.1  NI NAS Interface 
6.7.2  N3

6.7.2.1 UPF selection

6.7.2.2 Wholesale models
6.7.2.3 Recommendation

6.7.3 N4

Separation between control plane (session management) and user plane functions is a key component of current 5G architecture defined in 3GPP. Some of the key drivers for the separation are:

· Independent scaling of control and data-plane.

· Flexibility in placement of control and data-plane functions e.g. session management may be more centralized, with data-plane function running on physical or virtual network elements may be more distributed.

· Single control plane instance (with scale-out) can control multiple data-plane instances. Easier operation with single point for management and control across multiple data-plane instances.

· Independent life-cycle management for control and data-plane functions.

· Centralized IP pool management.

3GPP has defined an architecture for 5G that includes a concept known as CUPS (Control User Plane Separation). CUPS was initially introduced as an option for the EPC in Release 14 and described in TS 23.214 [10]. The 5G core has been designed with UP and CP separation, per TS 23.501 [6]. N4 is the interface between session management and user plane functions (respectively SMF and UPF). The N4 interface is specified in 3GPP TS 29.244 [12] – it is based on a 3GPP protocol called PFCP (Packet Forwarding Control Plane). 
The interface allows SMF to setup forwarding state on the UPF for traffic in both directions (access to network, and network to access) by installing packet detection rules consisting of match criteria and actions. It also supports SMF to install QoS enforcement rules and usage monitoring and reporting rules.

The work under-taken by BBF in this document will have impact on the current CUPS specification, and BBF will need to communicate to 3GPP its requirements such that extensions to CUPS can be defined in 3GPP.
6.7.4  5f Interface
6.8 Procedures
6.8.1  Registration Management 

The Registration Management procedure includes the functionalities of registering and deregistering a device from the network. The Connection Management comprises the functionalities for establishing and realizing the signaling connection between the device and the AMF and the AMF and the AGF.

6.8.1.1 Registration Management for 5G-RG connected via W-5GAN

The Registration management procedure defined in 3GPP TS 23.502 [6] in clause 5.3.2 is applicable over wireline access in the architecture shown in Figure 5-1 as described in the following the section.

A 5G-RG needs to register with the network to receive services that requires registration. Once registered the 5G-RG may update its registration with the network to update its capabilities or re-negotiate protocol parameters, such as security keys. The periodical registration and the registration upon mobility are not applicable to 5G-RG.

The Initial Registration procedure, involves i.e. user authentication and access authorization based on subscription profiles in UDM. As result of the Registration procedure, the identity of the serving AMF will be registered in UDM.

Two RM states are used in the 5G-RG and in the AMF that reflect the registration status of the 5G-RG:

· RM-DEREGISTERED

· RM-REGISTERED

The RM-DEREGISTERED state defined in 3GPP TS 23.501 clause 5.3.2.2.2 is applicable as described in the following:

· In the RM DEREGISTERED state, the 5G-RG is not registered with the network. The 5G-RG context in AMF holds no valid location or routing information (for example no WAN IP address) for the 5G-RG so the 5G-RG is not reachable by the AMF.

Editor’s Note: the definition of detailed information included in 5G-RG context when the 5G-RG is in RM_DEREGISTERED state is FFS and it will be specified in clause X.
Editor’s Note: Whether some 5G-RG context may still be stored in the 5G-RG and the AMF e.g. to avoid running an authentication procedure during every Registration procedure is FFS.

· In the RM-DEREGISTERED state, the 5G-RG:

· attempt to register using the Initial Registration procedure if it needs to receive service that requires registration.

· remain in RM-DEREGISTERED state if receiving a Registration Reject during Initial Registration procedure.

· enter RM-REGISTERED state upon receiving a Registration Accept in registration procedure.

· In the RM-DEREGISTERED state, the AMF performs the same action for 5G-RG as defined for UE, i.e.

· when applicable, accept the initial registration of a 5G-RG by sending a Registration Accept to this 5G-RG and enter RM-REGISTERED state; or

· when applicable, reject the initial registration of a 5G-RG by sending a Registration Reject to this 5G-RG.

Editor’s Note: how and whether the W-5GAN triggers a deregistration, for example due to a fault, is for further study.

Editor’s Note: the above conditions may be revised based on the detailed Registration procedure for W-5GAN defined in clause X.

The RM-REGISTERED state defined in 3GPP TS 23.501 [6] clause 5.3.2.2.3 is applicable as described in the following:

· In the RM REGISTERED state, the 5G-RG is registered with the network. In the RM-REGISTERED state, the 5G-RG can receive services that require registration with the network.

· In the RM-REGISTERED state, the 5G-RG:

· perform a Registration Update procedure to update its capability information or to re-negotiate protocol parameters with the network;

· perform Deregistration procedure, and enter RM-DEREGISTERED state, when the 5G-RG needs to be no longer registered with the network. The 5G-RG may decide to deregister from the network at any time (for example when the user switch off the 5G-RG, as consequences of a fault, etc).

· enter RM-DEREGISTERED state when receiving a Registration Reject message. The actions of the 5G-RG depend upon the indication of the cause for which the registration has been rejected (for example the indication of credential not valid may cause additional registration attempt) included in the Registration Reject message

· periodic Registration Update procedure, defined by 3GPP in TS 23.501 [6] and TS 23.502 [7], triggered by expiration of the periodic update timer to notify the network that the 5G-RG is still active is not applicable since the 5G-RG is always active and connected.

· mobility Registration Update procedure, defined by 3GPP in TS 23.501[6] and TS 23.502 [7], is not applicable, since the 5G-RG is assumed to be connected via wireline access.

Editor’s Note: the above conditions may be revised based on the detailed Registration procedure for W-5GAN defined in section X which is FFS.

Editor’s Note: the detailed definition of the indication to 5G-RG of the cause for which the registration has been rejected is for further study.

· In the RM-REGISTERED state, the AMF:

· perform Deregistration procedure, and enter RM-DEREGISTERED state, when the 5G-RG needs to be no longer registered with the network. The network may decide to deregister the 5G-RG at any time (for example deregistration procedure can be initiated when user subscription is no more valid);

· when applicable, accept or reject Registration Updates from the 5G-RG. The AMF may reject a 5G-RG registration upon rejecting a Registration Update from the 5G-RG;

· the Implicit Deregistration is applicable, for example when the AMF detects that the 5G-RG is no more connected). The AMF shall enter RM-DEREGISTERED state after Implicit Deregistration;

Editor’s note: The Deregistration procedure and the Implicit Deregistration procedure of 5G-RG are FFS and they will be defined in section Y.
Editor’s note: The conditions triggering the Implicit Deregistration of 5G-RG are FFS.

The Registration state models in the 5G-RG and AMF are shown in Figure 6‑5.
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Figure 6‑5: RM state model in 5G-RG and AMF

The registration area for a 5G-RG connected via W-5GAN is not applicable.
Table 6‑1 defines the applicability of Registration procedure in TS 23.502 [7] to 5G-RG in integration scenario.
Table 6‑1: list of the Registration procedures applicable/not applicable to 5G-RG in integration scenario

	Procedure name
	TS 23.502 [7] reference (clause)
	scope
	Applicability to 5G-RG in integration scenario

	Registration procedure
	4.2.2.2
	Register the device to the network to get authorized to receive services
	applicable

	UE-initiated deregistration
	4.2.2.3.2
	The 5G-RG initiate the deregistration from the network (e.g. when switching off)
	applicable

	Network-Initiated deregistration
	4.2.2.3.3
	The network initiated the deregistration of 5G-RG (e.g. no more valid subscription, network start reboot, etc.)
	applicable


6.8.1.2 Registration Management for 5G-RG connected via 5G RAN (FWA)

The specification in 3GPP TS 23.501 [6] clauses 5.3.2 applies to a 5G-RG connected via NG-RAN in integration scenario.

Editor’s Note: the scenario of a 5G-RG connected to the 5G RAN is FFS

6.8.1.3 Registration Management for 3GPP UE connected behind 5G-RG

Editor’s Note: the scenario of a UE connected to the 5GC behind a 5G-RG is FFS.

6.8.2  Connection Management

Connection management comprises the functions of establishing and releasing a NAS signaling connection between a 5G-RG and the AMF over N1 and the signaling between the AMF and 5G AGF over N2. The N1 NAS signaling is transported on the N2 and on the access network between the 5G-RG and the 5G AGF.

6.8.2.1 Connection Management states for 5G-RG connected via W-5GAN

· Two CM states are defined in TS 23.501 [6] to reflect the NAS signaling connectivity:
- CM-IDLE
- CM-CONNECTED

The 3GPP TS 23.501 clause and TS 24.502 clause 5.3.7 define the presence of two deregistration timers, the “UE Non-3GPP Deregistration timer” and the “Network Non-3GPP Implicit Deregistration timer”. These timers are used as follow:

· The “UE Non-3GPP Deregistration timer” is provided at registration in Registration Accept message by network and indicates the amount of time that the UE shall wait before entering in De-REGISTRATION state. This timer is assumed to leave sufficient time to allow the UE to re-activate IP connections for the established PDU Sessions after the recovery of the connection failure. For example, in case of Untrusted N3GPP the device has moved and lost the WLAN coverage for a while, the timer should allow the device to connect to a different WLAN AP or to the same AP and reestablish the connection (it is assumed that security, IP address etc. are still valid).
· The Network Non-3GPP Implicit Deregistration timer, which should have a duration longer  than UE Non-3GPP Deregistration timer, allows the network to wait before considering that the UE not more present and enter in DEREGISTER state. 

The configuration of these timers needs to be a trade-off between the security aspects (longer timer implies that UE is considered registered and when re-appeared is assumed that authentication does not need to be performed again), charging (in case of services paid on time basis, longer timer may result in longer session duration and so more cost charged even if user is not present) and user experience (after entering in DEREGISTRATION state a new registration is required taking more time. In addition, depending on SSC mode and IP address allocation procedure, the IP addressed assigned to UE may be changed).

The Non-3GPP de-registration timer is send in NAS ACCESS ACCEPT message defined in TS 24.502 in clause 8.2.7.1. The IE has the format of GPRS Timer defined in TS 24.008 clause 10.5.7.4 where the value is expressed in 1 byte, and the unit in seconds.

The CM-IDLE state for non-3GPP accesses defined in 3GPP TS 23.501 [6] clause 5.5.2 is applicable for a 5G-RG connected via W-5GAN as follows,

· The 5G-RG in CM-IDLE state is RM-REGISTERED and has no NAS signaling connection with the AMF over N1. There are no AN signaling connection, N2 connection and N3 connections for the 5G-RG in the CM-IDLE state.
· The 5G-RG can be in CM-IDLE state only when moving from CM-CONNECTED state. The 5G-RG moves from CM-CONNECTED state to CM-IDLE state in the case of connectivity failure with the AMF.

· When the 5G-RG registers to the 5G Core, the 5G Core provides the 5G RG with a "RG deregistration timer" (which replaces and takes the role of the UE Non-3GPP Deregistration timer). When moving to CM-IDLE state, the 5G-RG starts the "RG deregistration timer". When the "RG deregistration timer" expires, the 5G-RG moves to RM-DEREGISTERED.

· When the 5G-RG has an active PDU session (i.e. the user plane is connected) and moves to CM-IDLE state, the PDU session becomes inactive but is not released as long as the "RG deregistration timer" has not expired. This allows the 5G-RG to try to re-activate the PDU session in a seamless way e.g. with same RG-5G IP address.

· When a 5G-RG is in CM_IDLE state, a Service Request procedure that can be triggered by the UE can be used to allow the 5G-RG to re-enter the CM_CONNECTED state and reactivate PDU sessions. So when the SMF receives the Service Request (via the AMF), it will request the UPF to re-establish the user plane connection with the 5G RG.

· The paging procedure is not applicable for the 5G RG connected through wireline.

The CM-CONNECTED state for non-3GPP access defined in 3GPP TS 23.501 [6] clause 5.5.2 is applicable as follows,

· The 5G-RG in CM-CONNECTED state has a NAS signaling connection with the AMF over N1.

· In the CM-CONNECTED state, the 5G-RG shall not release the signaling between the 5G-RG and the AGF.

· The 5G-RG shall remain in CM-CONNECTED state until any of those conditions arise:

· the 5G-RG AMF connectivity fails, in which case the 5G-RG moves to CM-IDLE state,

· it receives an explicit NAS deregistration from the 5G Core,

· the 5G-RG explicitly deregisters e.g. when 5G-RG equipment is gracefully shut down.

· In the CM-CONNECTED state, the AMF shall not release the NAS signaling connection with 5G-RG.

· The AMF shall keep the state for the specific 5G RG in CM-CONNECTED state until one of those conditions is met:

· the 5G-RG AMF connectivity fails, in which case the 5G-RG moves to CM-IDLE state,

· the 5G-RG explicitly deregisters e.g. when 5G-RG equipment is gracefully shut down,

· the 5G-RG is explicitly de-registered by the core network by means of Deregistration procedure,

· the 5G-RG is implicitly de-registered due to the expiry of the " W-5GAN network implicit deregistration timer" (which replaces and takes the role of the Non-3GPP Implicit Deregistration timer) configured in the AMF.

NAS signaling connection management includes the functions of establishing and releasing a NAS signaling connection.
For the 5G-RG, the NAS signaling can be used after successful registration.
Table 6‑2 defines the applicability of Connection Management procedures in TS 23.502 [7] to 5G-RG in integration scenario.
Table 6‑2: list of the connection management procedures applicable/not applicable to 5G-RG in integration scenario
	Procedure name
	TS 23.502 [7] reference (clause)
	scope
	Applicability to 5G-RG in integration scenario

	UE triggered service request in CM_IDLE state
	4.2.3.2
	
	Applicable. It can be used by the 5G-RG to try to move from CM_IDLE state to CM_CONNECTED state.

	UE triggered service request in CM_CONNECTED state
	4.2.3.3
	5G-RG in CM-CONNECTED to request a re-establishment of User Plane resources for existing PDU sessions
	Applicable. It is used to activate PDU sessions (i.e. establish the corresponding user planes).



	Network triggered service request
	4.2.3.4
	The procedure is used by network when the network needs to signal (e.g. N1 signaling to UE, User Plane resource establishment for PDU session(s) to deliver mobile terminating user data) with a UE
	Applicable only when the 5G-RG is CM_CONNECTED

Note: for example, the paging part of the procedure is not applicable, while in case that UPF receives downlink data of a PDU session and there is no W-5GAN tunnel information stored in UPF for the PDU session, the network triggered service request can be performed

	Generic UE configuration update
	4.2.4
	This procedure is used when AMF wants to change the UE configuration or wants to trigger UE Registration Update procedure
	FFS

	UE reachability
	TS 23.501 clause 5.5.3
	The procedure applies only for 3GPP access to UEs that are in RRC-Idle, RRC-Inactive and RRC-Connected states (see TS 23.502 clause 4.2.5)
	Not applicable in integration scenario.

Applicable for FWA scenario.

	UE context release in AN
	4.12.4.2
	This procedure is used to release the logical N2-AP signaling connection and the associated N3 User Plane connections
	FFS

	N2 procedure
	4.2.7
	At power up, restart and when modifications are applied, the 5G AN node and AMF use non-UE related N2 signaling to exchange configuration data.
	FFS

	Feature specific UE/RAN Radio information and Compatibility Request procedure
	4.2.8
	For receiving specific information on the UE radio capabilities support and/or compatibility with RAN support for a specific feature
	Not applicable

Note: whether a W-5GAN specific procedure is needed is FFS

	Registration procedure
	4.2.2.2

4.12.2
	Register the device to the network to get authorized to receive services
	applicable

	UE-initiated deregistration
	4.2.2.3.2

4.12.3
	The 5G-RG initiate the deregistration from the network (e.g. when switching off)
	applicable

	Network-Initiated deregistration
	4.2.2.3.3

4.12.3
	The network initiated the deregistration of 5G-RG (e.g. no more valid subscription, network start reboot, etc.)
	applicable


6.8.2.2 Connection Management states for 5G-RG connected via 5G RAN (FWA)

The specification in 3GPP TS 23.501 clauses 5.3.3 applies to a 5G-RG connected via NG-RAN in integration scenario.

Editor’s Note: the scenario of a 5G-RG connected to the 5G RAN is FFS.

6.8.2.3 Connection Management states for 3GPP UE connected behind 5G-RG

Editor’s Note: the scenario of a UE connected to the 5GC behind 5G-RG is FFS.

6.8.3 Session management procedure for 5G-RG connected via W-5GAN

This section describes the session management procedures.

The PDU session type can be one of 5 types: IPv4, IPv6, combined IP/Ethernet, Ethernet or Unstructured. The IP PDU session is not different from an IP session in BBF terminology. The combined IP/Ethernet transports Ethernet encapsulated IPv4 and/or IPv6 packets to the home UPF over N3 and possibly N9 where the Ethernet layer is terminated. The Ethernet PDU session is applied at Ethernet level. The unstructured PDU session can be a non-IP or a non-Ethernet based session that can represent a proprietary protocol or other type of protocol applied between the UE and DN on the user plane, as shown in Figure 6‑6. The PDU layer corresponds to the PDU carried between the UE and the DN over the PDU session. When the PDU Session Type is IPv6 the PDUs are IPv6 packets, while when the PDU Session Type is Ethernet the PDUs are Ethernet packets. The Data Network (DN) represents the network where the PDU are received and transmitted. The protocol over N3 it is assumed to be the GTP-U as defined in 3GPP, however whether other protocols may be considered for integration is part of the study. Figure 6‑6 shows the W-5GAN without being separated in AN and AGF, since the focus of this section is on the description of PDU session and PDU layer. In addition, the W-5GAN protocol layer represents the presence of AN specific protocol between 5G-RG and W-5GAN.

Editor’s note: W-5GAN User Plane Protocol stack requires further investigations.
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Figure 6‑6: User Plane protocol stack

Note: The W-5GAN is not split into AN and AGF in Figure 6‑6 since the focus here is on the PDU session and the PDU layer.

The exchange of PDUs between a 5G-RG and a data network identified by a Data Network name (DNN) via PDU session is established upon 5G-RG request. The Subscription Information in UDM may include the list of DNN authorized for the given 5G-RG and may also contain a Default DNN which is used to establish a PDU Session if the 5G-RG does not provide any valid DNN during the PDU session establishment procedure. The PDU session can be only of a single type, i.e. IP PDU session or Ethernet. Moreover, in case of IP PDU Session only IPv4 or IPv6 will be supported, since the dual stack IP PDU session is not supported in 5GC.

The PDU sessions are established upon 5G-RG request, modified upon 5G-RG and 5GC request, and released upon 5G-RG and 5GC request using NAS SM signaling exchanged over N1 between the UE and the SMF.

The SMF is responsible of checking whether the 5G-RG requests are compliant with the user subscription by retrieving SMF level subscription data from the UDM.

In this sectione it is considered only the scenario of a 5G-RG connected via a single access, the W-5GAN so the mobility of PDU session between accesses is not applicable, hence only the Request Type indication of “initial request” is applicable.

Table 6‑3 defines the applicability of session management procedure in TS 23.502 [7] to 5G-RG in integration scenario.
Table 6‑3: list of the session management procedures applicable/not applicable to 5G-RG in integration scenario
	Procedure name
	TS 23.502 [7] reference (clause)
	scope
	Applicability to 5G-RG in integration scenario

	Annex A: UE requested PDU session establishment
	4.3.2
	The 5G-RG requests the establishment of a new PDU session
	Applicable

Note: the applicability of roaming scenario is FFS

	PDU session modification
	4.3.3
	The network or the UE requests the modification of an existing PDU session
	Applicable

Note: the applicability of roaming scenario is FFS

	PDU session release
	4.3.4
	The network or the UE requests the release of PDU session
	Applicable

Note: the applicability of roaming scenario is FFS

	Session continuity
	4.3.5
	
	FFS

	Application Function influence on traffic routing
	4.3.6
	Application Function may send requests to influence SMF routing decisions for User Plane traffic of PDU sessions
	FFS

	CN-initiated deactivation of UP connection of an existing PDU session
	4.3.7
	The network deactivates user plane connection (i.e. data in AN and N3 tunnel) for an established PDU session of a UE in CM-CONNECTED state.
	FFS: Considering that the CM_IDLE is not needed, then this procedure is not be needed.


6.8.3.1 5G-RG requested PDU Session Establishment for non-roaming 

The Figure 6‑7 represents the procedure to establish a new PDU Session for the 5G-RG connected via W-5GAN.

The procedure assumes that the 5G-RG is already registered on the AMF thus the AMF has already retrieved the user subscription data from the UDM.

The differences with PDU session establishment procedure defined in TS 23.502 [7] clause 4.3.2.2.1 are the following:

· The UE has been replaced with 5G-RG

· AGF and ACRF have been added

· The steps 12a, 12b, 12c and 13 are new steps for negotiation of resources in the W-5GAN.

· In step 14 the AGF may provide to SMF the AN Resource Information may be provided by AGF to inform SMF about the resources allocated in the AN, such as VLAN tag identifiers (S-Tag and C-Tag

· The steps 16a, 16b are new steps having the scope to negotiate the QoS rule modification in case of the information provided in step 12c requires a modification of QoS rules, for example in case of retrieval of C-Tag and S-Tag.

Editor’s note: the description is based on TS 23.502 v 1.2.0.
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Figure 6‑7: 5G-RG requested PDU Session Establishment for non-roaming

Editor’s note: Whether and how the Emergency service are supported (e.g. the applicability of Request type “Emergency Request”) is for further study.

Editor’s note: Whether and how the Session and Service Continuity (SSC) mode defined in TS 23.501 clause 5.6.9 applies to integration scenario is for further study.

Editor’s note: The detailed procedure how the AMF selects the SMF for the 5G-RG is for further study.

Editor’s note: The PDU session establishment procedure for Ethernet PDU session support requires further investigation.

Editor’s note: What is User Location Information (e.g. Line ID) for 5G-RG and how AGF get this information requires further investigation.

1) From 5G-RG to AMF: NAS Message PDU Session Establishment Request (S-NSSAI, DNN, PDU Session ID, Request type, N1 SM container (PDU Session Establishment Request)).

In order to establish a new PDU Session, the UE generates a new PDU Session ID.

The 5G-RG initiates the 5G-RG Requested PDU Session establishment procedure by the transmission of a NAS message containing a PDU Session Establishment Request within the N1 SM container. The PDU Session Establishment Request may include a PDU Type, Protocol Configuration Options,

Editor’s note: the applicability of SSC Mode is for further study

The Request Type indicates "Initial request" if the PDU Session Establishment is a request to establish a new PDU Session.

Note 1: the 5G-RG is only connected to a single access, so there is no need to support session mobility between accesses.

The NAS message sent by the UE is encapsulated by the AGF into a N2 message towards the AMF that should include User location information and Access Type.

The PDU Session Establishment Request message may contain SM PDU DN Request Container containing information for the PDU Session authorization by the external DN.

The AMF receives from the AGF the NAS SM message (built in step 1) together with User Location Information.

2) The AMF determines that the message corresponds to a request for a new PDU Session based on that Request Type indicates "initial request" and that the PDU Session ID is not used for any existing PDU Session(s) of the 5G-RG.

The AMF selects the SMF for the PDU session considering the slice information provided by the UE if any (e.g. S-NSSAI) or based on operator policy. The AMF stores an association of the PDU Session ID and the SMF ID.

The case where the Request Type indicates "Existing PDU Session", and either the AMF does not recognize the PDU Session ID or the subscription context from UDM does not contain an SMF ID corresponding to the DNN constitutes an error case.

3) From AMF to SMF: Nsmf_PDUSession_CreateSMRequest (SUPI, DNN, Subscribed Network Slice Selection Assistance Information S-NSSAI, PDU Session ID, AMF ID, Request Type, N1 SM container (PDU Session Establishment Request), User location information, Access Type, Permanent Equipment Identifier).

The AMF ID uniquely identifies the AMF serving the 5G-RG. The AMF forwards the PDU Session ID together with the N1 SM container containing the PDU Session Establishment Request received from the UE.

Editor’s note: Whether the Permanent Equipment Identifier is applicable to 5G-RG and which is the format is for further study.
4) If the SMF has not yet registered and subscription data is not available, then the SMF registers with the UDM, retrieves subscription data and subscribes to be notified when subscription data is modified.

Editor’s note: Which information is included Subscription data retrieved by AMF for the purpose of PDU session establishment is for further study.

The SMF checks the validity of the 5G-RG request and if it is considered as not valid, the SMF decides to not accept the establishment of the PDU Session.

When the SMF decides to not accept to establish a PDU Session, the SMF rejects the 5G-RG request via NAS SM signalling including a relevant SM rejection cause by responding to the AMF with Nsmf_PDUSession_CreateSMResponse. The SMF also indicates to the AMF that the PDU Session ID is to be considered as released, deregisters from UDM for this PDU Session and the rest of the procedure is skipped.

5) SMF to DN via UPF

The SMF may perform secondary authorization/authentication during the establishment of the PDU Session by an AAA server located within the DN using credential owned by 5G-RG and DN (e.g. Username and password based on service subscription with provider of DN). If the PDU Session establishment authentication/authorization fails, the SMF behaves as described in step 4 when the SMF decides to not establish a PDU Session.
a) If dynamic Policy and Charging Control (PCC) is deployed, the SMF performs PCF selection. If dynamic (PCC) is not deployed, the SMF may apply local policy.

b) The SMF may invoke the Npcf_SMPolicyControl_Get operation to establish a PDU Session with the PCF and get the default PCC Rules for the PDU Session.

c)  The PCF subscribes to the IP allocation/release event in the SMF (and may subscribe other events) by invoking the Nsmf_EventExposure_Subscribe operation.

Note 2: The purpose of steps 6a, 6b is to receive PCC rules before selecting UPF. If PCC rules are not needed as input for UPF selection, steps 6a and 6b can be skipped.
6) If the Request Type in step 3 indicates "Initial request", the SMF selects an Session and Service Continuity (SSC) mode for the PDU Session. The SMF also selects an UPF. In case of PDU Type IPv4 or IPv6, the SMF may allocate an IP address/prefix for the PDU Session at this step from a local IP address pool or the SMF may interacts with a DHCP server. For Unstructured PDU Type the SMF may allocate an IPv6 prefix for the PDU Session and N6 point-to-point tunneling (based on UDP/IPv6).
Editor’s note: How the SMF selects the UPF is for further study (i.e. whether UPF selection procedure in TS 23.501 clause 6.3.3 is applicable).
Editor’s note: Whether and How the SMF assign an IP address is for further study (i.e. whether procedure in TS 23.501 clause 5.8.1 is applicable).

Editor’s note: Whether and How the SMF managed Unstructured is for further study (i.e. whether procedure in TS 23.501 clause 5.6.10.3 is applicable).

a) SMF may invoke the Nsmf_EventExposure_Notify service operation to report some event to the PCF that has previously subscribed. If Request Type is "initial request" and dynamic PCC is deployed and PDU Type is IPv4 or IPv6, SMF notifies the PCF (that has previously subscribed) with the allocated UE IP address/prefix at step 7. ..

b) PCF may provide updated policies to the SMF by invoking the Npcf_SMPolicyControl_UpdateNotify service operation.

7) If Request Type indicates "initial request" and step 5 was not performed, the SMF initiates an N4 Session Establishment procedure with the selected UPF, otherwise it initiates an N4 Session Modification procedure with the selected UPF:

a) The SMF sends an N4 Session Establishment/Modification Request to the UPF and provides Packet detection, enforcement and reporting rules to be installed on the UPF for this PDU Session. If Core Network (CN) Tunnel Info is allocated by the SMF, the CN Tunnel Info is provided to UPF in this step.

Note 3: the CN Tunnel information corresponds to the Core Network address of the N3 tunnel corresponding to the PDU Session related to the GTP-U tunnel on N3 interfaces.

b) The UPF acknowledges by sending an N4 Session Establishment/Modification Response. If CN Tunnel Info is allocated by the UPF, the CN Tunnel Info is provided to SMF in this step.

8) SMF to AMF: Nsmf_PDUSession_CreateSM Response (Cause, N2 SM information (PDU Session ID, QoS Profile(s), CN Tunnel Info, S-NSSAI), N1 SM container (PDU Session Establishment Accept (QoS Rule, SSC mode, S-NSSAI, allocated IPv4 address in step 7 in case of IPv4 PDU session))).

The N2 SM information carries information that the AMF shall forward to the W-5GAN which includes:

· The QoS Profile providing to W-5GAN the mapping between QoS parameters and QoS Flow Identifiers. Multiple QoS profiles can be provided to the W-5GAN.

· S-NSSAI corresponding to the PDU Session.

· The N1 SM container contains the PDU Session Establishment Accept that the AMF shall provide to the UE.

· Multiple QoS Rules may be included in the PDU Session Establishment Accept within the N1 SM information and in the N2 SM container.

9) AMF to AGF: N2 PDU Session Request (N2 SM information, NAS message (PDU Session ID, N1 SM container (PDU Session Establishment Accept))).

The AMF sends the NAS message containing PDU Session ID and PDU Session Establishment Accept targeted to the 5G-RG and the N2 SM information received from the SMF within the N2 PDU Session Request to the AGF.

a) AGF to ARCF: if the ARCF is present, the AGF ask to ARCF to allocate the resources for the given PDU Session considering the QoS Rules.

b) ARCF and AN: the ARCF and AN performs the establishment of resources in case of dynamically resource allocation or ARCF retrieves the configured resources (e.g. the C-tag)

c) ARCF and AGF: the ARCF provides to the AGF the information on the allocated resources

Note 4: the step 12a, 12b and 12c are applicable only if ARCF is present.

10) AGF to 5G-RG: if the ARCF is not present, the AGF selects among the preconfigured resources those suitable to establish the PDU session. The AGF may issue W-5GAN specific signaling exchange with the 5G-RG that is related with the information received from SMF and from ACRF, if present.

Editor’s note: Steps 12a, 12b, 12 and 13 requires further considerations.

AGF also allocates N3 tunnel for the PDU Session.

AGF forwards the NAS message (PDU Session ID, N1 SM container (PDU Session Establishment Accept)) provided in step 10 to the UE. AGF shall only provide the NAS message to the 5G-RG if the necessary W-5GAN resources are established and the allocation of N3 tunnel are successful.

11) AGF to AMF: N2 PDU Session Response (PDU Session ID, Cause, N2 SM information (PDU Session ID, (R)AN Tunnel Info, List of accepted/rejected QoS profile(s), AN Resource Information)).

The (R)AN Tunnel Info corresponds to the AGF address of the N3 tunnel corresponding to the PDU Session.

The AN Resource Information may be provided by AGF to inform SMF about the resources allocated in the AN, such as VLAN tag identifiers (S-Tag and C-Tag).

Editor’s note: Whether VLAN tag needs to be reported to UPF requires further considerations.
12) AMF to SMF: Nsmf_PDUSession_UpdateSMContext Request (N2 SM information).

The AMF forwards the N2 SM information received from AGF to the SMF.

a)  SMF may invoke the Nsmf_EventExposure_Notify service operation to report some event to the PCF that has previously subscribed. If Request Type is "initial request", dynamic PCC is deployed and SMF has got AN Resource Information for which PCC rules may require to be updated, SMF notifies the PCF (that has previously subscribed) with the allocated UE IP address/prefix at step 7.

b) PCF may provide updated policies to the SMF by invoking the Npcf_SMPolicyControl_UpdateNotify service operation.

c)  If the N4 session for this PDU Session was not established already, the SMF initiates an N4 Session Establishment procedure with the UPF. Otherwise, the SMF initiates an N4 Session Modification procedure with the UPF. The SMF provides AN Tunnel Info and CN Tunnel Info. The CN Tunnel Info only needs to be provided if the SMF selected CN Tunnel Info in step 8.

d) The UPF provides a N4 Session Establishment/Modification Response to the SMF.
13) SMF to AMF: Nsmf_PDUSession_UpdateSMContext Response (Cause).

14) SMF to 5G-RG, via UPF: In case of PDU Type IPv6, the SMF generates an IPv6 Router Advertisement and sends it to the 5G-RG via N4 and the UPF.

15) If the SMF identity is not included in the DNN subscription context, either stored already in SMF if it was previously registered or provided in steps 4a-4b by the UDM, the SMF invokes the Nudm_UEContextManagement_Update service operation including the SMF address, the DNN and the PDU Session Id. The UDM stores the SMF identity, SMF address and the associated DNN and PDU Session Id.
6.8.3.2 5G-RG requested PDU Session release for non-roaming

The Figure 6‑8 represents the procedure to release a PDU Session for the 5G-RG connected via W-5GAN.

The PDU Session release procedure is used to release all the resources associated with a PDU Session, including:

· The IP address/Prefixes allocated for an IP-based PDU Session

· Any UPF resource (including N3/N9 termination) that was used by the PDU Session.

The differences with PDU session release procedure defined in TS 23.502 clause 4.3.4.2 are the following:

· The UE has been replaced with 5G-RG

· (R)AN has been replaced with AGF, ACRF and AN

· The wireline AN and ACRF has been added

· Step 1d with PDU Session Release initiated by the AGF

· The “skip indicator” in step 3b is not applicable.

· In step 4 the procedure referring to CM-IDLE are not applicable, since 5G-RG is always in CM-CONNECTED state.

· Step 5 is modified in order to be specific for W-5GAN.
Editor’s note: the description is based on TS 23.502 v 1.2.0

Editor’s note: The PDU session release procedure for Ethernet PDU session support requires further investigation.

Editor’s note: Whether and how the Session and Service Continuity (SSC) mode defined in TS 23.501 clause 5.6.9 applies to integration scenario is for further study.

Editor’s note: What is User Location Information (e.g. Line ID) for 5G-RG and how AGF get this information requires further investigation.
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Figure 6‑8: 5G-RG requested PDU Session release for non-roaming
1) The procedure is triggered by one of the following events:

a) (PDU Session Release initiated by 5G-RG) The 5G-RG initiates the 5G-RG requested PDU Session release procedure by the transmission of an NAS message (N1 SM container (PDU Session Release Request), PDU Session ID) message. The NAS message is forwarded by the AGF to the AMF with an indication of User Location Information. This message is relayed to the SMF corresponding to the PDU Session ID via N2 and the AMF. The AMF invokes the Nsmf_PDUSession_UpdateSMContext service operation and provides the N1 SM container to the SMF.

b)  (PDU Session Release initiated by the SMF) The PCF may invoke the Npcf_SMPolicyControl_UpdateNotify service operation to request the release of the PDU Session.

c) (PDU Session Release initiated by the SMF) The SMF may decide to release a PDU Session e.g. based on a request from the DN (cancelling the 5G-RG authorization to access to the DN) or based on a request from the UDM (subscription change) or from the Charging Systems. The release procedure also may be triggered based on locally configured policy (e.g. the release procedure may be related with the UPF relocation).

d)  (PDU Session Release initiated by the AGF) The AGF may ask the release of PDU session for example due to a fault. The AGF send the request to AMF via N2 signaling.

If the SMF receives one of the triggers in step 1a ~ 1d, the SMF starts PDU Session release procedure.

2) The SMF releases the IP address / Prefix(es) that were allocated to the PDU Session and releases the corresponding User Plane resources:

a) The SMF sends an N4 Session Release Request (N4 Session ID) message to the UPF. The UPF shall drop any remaining packets of the PDU Session and release all tunnel resource and contexts associated with the N4 Session.

b) The UPF acknowledges the N4 Session Release Request by the transmission of an N4 Session Release Response (N4 Session ID) message to the SMF.

NOTE 1: If there are multiple UPFs associated with the same PDU Session, the Session Release Request procedure (steps 2a and 2b) is done for each UPF.

3) The SMF creates an N1 SM Information including PDU Session Release Command message (PDU Session ID, Cause).

a) (If the PDU Session release is initiated by the 5G-RG) The SMF responds to the AMF with the Nsmf_PDUSession_UpdateSMContext response (N2 SM Resource Release request, N1 SM container (PDU Session Release Command))

b) If the PDU Session release is initiated by the SMF, the SMF invokes the Namf_Communication_N1N2MessageTransfer service operation (N1 SM container (PDU Session Release Command), skip indicator).

If the user plane connection of the PDU Session is active, the SMF shall also include the N2 Resource Release request (PDU Session ID) in the Namf_Communication_N1N2MessageTransfer, to release the (R) AN resources associated with the PDU Session.

Editor’s note: the usage of “skip indicator” requires further consideration depending by applicability of CM-IDLE state

4) The AMF transfers the SM information received from the SMF in step 3b (N2 SM Resource Release request, N1 SM container) to the AGF--.

a) When the AGF has received an N2 SM request to release the W-5GAN resources associated with the PDU Session. If the ACRF is present the AGF can interact with it in order to request the release of allocated resources.

b) the AGF sends NAS message (N1 SM container (PDU Session Release Command)) received from the AMF in step 4.

The 5G-RG acknowledges the PDU Session Release Command by sending a NAS message (PDU Session ID, N1 SM container (PDU Session Release Ack)) message via AGF to AMF.

5) [Conditional] If the AGF had received a N2 SM request to release the AN resources, the AGF acknowledges the N2 SM Resource Release Request by sending an N2 SM Resource Release Ack (NAS message (N1 SM container (PDU Session Release Ack)), User Location Information) Message to the AMF.

Otherwise, the AGF just forwards the NAS message (PDU Session ID, N1 SM container (PDU Session Release Ack)) from the 5G-RG to the AMF.

a) The AMF invokes the Nsmf_PDUSession_UpdateSMContext (N1 SM container (PDU Session Release Ack), N2 SM Resource Release Ack) to the SMF.

6) The SMF responds to the AMF that the PDU Session is released with an Nsmf_PDUSession_UpdateSMContext response. The AMF and SMF shall remove all contexts (including the PDU Session ID) associated with the PDU Session as well as any event subscriptions by the SMF on the AMF.

7) If Dynamic Policy Control and Charging (PCC) applied to this session the SMF invokes the Npcf_SMPolicyControl_Delete service operation to delete the PDU CAN session.

SMF notifies any entity that has subscribed to User Location Information related with PDU Session change.

If it is the last PDU Session it is handling for the 5G-RG the SMF releases the association with the UDM by means of the Nudm_UEContextManagement_Deregistration service operation.

NOTE 6: The order with which SMF releases the resources is implementation dependent.

6.8.3.3 5G-RG requested PDU Session modification for non-roaming

Figure 6‑9 represents the procedure to modify an existing PDU session for the 5G-RG connected via W-5GAN.

The procedure assumes that the 5G-RG has already established a PDU session. The scope of the procedure is the modification of QoS applied to the PDU session due to:

· 5G-RG requests a modification of QoS for the PDU session for example for new QoS to be applied to a new traffic (application);

· SMF requests a Policy modification, e.g. a QoS change due to a request of an Application Function (an external server e.g. a Video server) which has a request to change the QoS;

· SMF requests a change due to user subscription modification triggered by the update of user profile done by UDM;

· The Access network, namely the AGF may decide that the QoS target cannot be fulfilled and so ask to modify it;
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Figure 6‑9: 5G-RG requested PDU Session Modification for non-roaming
The differences with PDU session modification procedure defined in TS 23.502 clause 4.3.3.2 are the following:

· The UE has been replaced with 5G-RG

· AN has been replaced with AGF

· The steps 5a, 5b, 5c and 6 are new steps for negotiation of resources in the W-5GAN.

· In step 7 the AGF may provide to SMF the AN Resource Information may be provided by AGF to inform SMF about the resources allocated in the AN, such as VLAN tag identifiers (S-Tag and C-Tag)

Editor’s note: the description is based on TS 23.502 v 1.3.0

6.8.3.4 Session management procedure for 5G-RG over PPPoE

After the 5G-RG have successfully registered to the 5G core. The PPPoE sessions remain until the 5G-RG is deregistered from the 5G core. The PPPoE would be used for all N1 communications which include: session management, connection management, and the connectivity status. For 3GPP, there are two types of timers to monitor the connection between the UE and the 5G core, short periodic RRC radio timer and long periodic registration timer from AMF. This allows the system to free up resources from UEs that are no longer connected to the network. PPPoE native LCP hello can act as a replacement for RRC. This allows the AGF to determine the connectivity status of the 5G-RG and if necessary take action to notify the AMF if the 5G-RG was abruptly disconnected from the network. The PPPoE would only require LCP for N1 signaling, NCP phase is not required for N1.
Figure 6‑10 shows the call flow for session management where NAS is transported over PPPoE.
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Figure 6‑10: Call flow for session management where NAS is transported over PPPoE
1. The 5G-RG will transport PDU session request over PPPoE to the AGF through LCP messages.

2. The AGF will encapsulate the NAS message into an N2 message towards the AMF

3. Once the AMF replies to the AGF for the PDU session request. The AGF will perform a PPPoE encapsulation and transmit the LCP messages back to the 5G-RG

4. The procedure follows closely to session management described in section 6.8.3.

5. Upon a successful PDU session establishment, the 5G-RG will send user plan traffic as IPoE packets without PPPoE encapsulation.

The control plane stack after the authentication phase for all N1 and N2 messages.
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Figure 6‑11: Control plane stack after the authentication phase for all N1 and N2 messages

6.8.4 Handover procedure for 5G-RG connected via W-5GAN

The handover procedures defined in TS 23.502 clause 4.9 are not applicable to the 5G-RG in integration scenario.

6.8.5 Location reporting procedure for 5G-RG connected via W-5GAN

Editor’s note: the applicability of location reporting procedures defined in TS 23.502 clause 4.10 to the 5G-RG in integration scenario is FFS.

6.9 NF selection (common to all scenarios??)
6.9.1 Conclusion

6.9.2 SMF selection

6.9.2.1 Conclusion

In conclusion the SMF selection procedure defined in TS 23.501 clause 6.3.2 is applicable with the exception of LBO.

Editor’s note: Do we believe that is a specific class of SMF for 5G-RG or the AMF will pass some parameter to the SMF for UPF/DN selection (Situation is when we get DHCP info) Maybe will be another procedure for the selection of UPF;

Note: The SMF selection procedure can be used as defined, it will only result that condition for LBO will never be used.

6.9.3  UPF selection

Editor’s note: The text in this section is based on TS 23.501 v 1.5.0

The selection of UPF is performed by the SMF and is defined in TS 23.501 v 1.5.0 clause 6.3.3. The selection of UPF may be performed considering the following criteria:

· 5G-RG location information, for example the location where the 5G-RG is located may be used to select the UPF which is closer in order to satisfy latency requirements or more specifically for wireline scenario it may allow to select the UPF related to the physical line at which the 5G-RG is connected to.

· UPF's dynamic load, for example the load condition of UPFs may be taken into account for example selecting UPF with lower load condition.

· UPF's relatively static capacity, among UPFs supporting the same Data Network Name (DNN), for example several UPFs can be potentially selected to interconnect to a given DNN. UPF location available at the SM, for example in network a SMF function can be connected via N4 interface to a given set of UPFs

· Capability of the UPF and the functionality required for the particular 5G-RG session: An appropriate UPF can be selected by matching the functionality and features required for a 5G-RG.

· DNN, for example only some specific UPFs can be used to provide connectivity to a DNN, e.g. to a specific corporate or a specific network

· PDU session type (i.e. IPv4, IPv6, combined IP/Ethernet, Ethernet or Unstructured Type).

· SSC mode selected for the PDU session, this criterium is not applicable to the 5G-RG since it is static.

· UE subscription profile in UDM.

· DN Access Identifier (DNAI) which identifies a user plane access to the one or more DN(s) where applications are deployed. The DNAI is included in the Policy Control and Charging (PCC) Rules

· S-NSSAI, i.e. the slice at which the device is connected, see Section XXX in SD-407.

· Local operator policies, for example operator may define additional criteria left to implementation for selecting the UPF including the definition of a subset of above list criteria.

· Access technology being used by the 5G-RG.

· SMF may be locally configured with the information about the available UPFs, e.g. by OA&M system when UPF is instantiated.

The exact set of parameters used is deployment specific and controlled by operators, for example different sets of criteria may be used in different area according to deployed network and service provided by operator.

For the FWA integration scenario, a possible selection criterion is the use of S-NSSAI, with the addition of Access Type parameters will provide the capability to select the UPF based also on the access technology, in order to distinguish for example between UPFs used for mobile UE from those for 5G-RG.
The capability to perform a selection of the UPF not limited to the physical connectivity between the AN and the UPF, but considering other criteria will increase the flexibility of the network, however the operator may continue to use for example only the device location information (e.g. the line Identifiers) as per today network.

It should be noted that for home routed roaming case, the UPF(s) in home PLMN is selected by SMF(s) in H-PLMN, and the UPF(s) in visited PLMN is selected by SMF(s) in V-PLMN. This scenario in integration may be also used as a wholesale model when both Wholesaler and Retailers support the 5GC integration model described in the section X.Y, the UPF in the Retailer network is selected by the Retailer’s SMF and UPF in Wholesaler network by Wholesaler’s SMF.

6.9.3.1 Conclusion

In conclusion the UPF selection mechanism performed by the SMF and defined in TS 23.502 clause 6.3.3 is applicable with the following exceptions:

· The selection criteria per Session and Service Continuity (SSC) mode selected for the PDU session is not applicable

· In wholesale scenario when both Wholesaler and Retailers support the 5GC integration model , the UPF in the Retailer network is selected by the Retailer’s SMF and the UPF in Wholesaler network is selected by Wholesaler’s SMF.

6.10 Session and Service Continuity Mode support (for all scenarios???)
6.11 Potential changes to 5G-CN network functions

The SMF MUST be able to process MLD and IGMP request for multicast call admission control purposes.

The UPF MUST be able to support multicast replication.
6.12 Wholesale Models

In an integration scenario the possible options for implementing a wholesale network can be based on the following reference points:

1. N9 Reference Point

This approach is shown in Figure 6‑12 and it is based on 3GPP Roaming Architecture as described in 3GPP TS 23.501 where the N9 is used between 2 UPFs, one located in Home network and one in Visited network. It should be also noted that in this scenario there are network functions in core network, such as PCF and SMF that interact in order to perform the session and QoS management for traffic traversing the operator domains. This deployment is largely used today in mobile networks for managing roaming among operators, so anything new has to be specified.

2. N3 Reference Point

This approach is shown in Figure 6‑13 and from 3GPP point of view it is equivalent to the network sharing scenario where the access network is shared among different operators. This scenario for 5G is specified in TS 23.502 where Rel-15 supports the case of in which only the RAN is shared in 5G System as shown in Figure 6‑14. For supporting such scenario from 5G Core network point of view only the aspect related to network selection and slice selection needs to be addressed. With respect to the other two options this requires to be further studied in order to identify the gaps due to possible specific requirement of wireline network and how they can be solved. This solution may also be skipped because having the enforcement point in the wholesaler network (AGF) is not a good solution for a retailer and having policy rules defined externally is not good for a wholesaler.
3. V Reference Point

This approach is shown in Figure 6‑15 and it is based on BBF TR-101 and TR-178 specifications. Both AGF and UPF are owned by retailer so all the interfaces, except V, remain within the same operator.
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Figure 6‑12: Wholesale model based on N9 interface as per 3GPP TS 23.501; (a) 5G-RG, (b) FN-RG
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Figure 6‑13: Wholesale model based on N3 Interface with UPF at retailer and AGF at wholesaler (a) 5G-RG, (b) FN-RG
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Figure 6‑14: 5G Multi-Operator Core Network (5G MOCN) in which multiple CNs are connected to the same NG-RAN (figure 5.18.1-1 from TS 23.501) 
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Figure 6‑15: Wholesale model based on V Interface with UPF and AGF at retailer as per BBF TR-101 and TR-178; (a) 5G-RG, (b) FN-RG
7. Interworking scenario
7.1 Description

In this scenario, the wireline core network provides subscriber management and IP functions, but an interworking function (5G Fixed Mobile Interworking Function – 5G FMIF) enables some form of service convergence by providing access to the 5G core for some subscribers.

7.2 Business Drivers for Operators

The interworking scenario of 5G FMC would enable the wireline-based operators to wholesale their 5G services to the 5G service operators that manage 5G core network. The wireline-based operators still keep their own service edge i.e. BNG for the wireline subscriber and service control and management. When there is a need for 5G service provisioning to its subscribers, the wireline-based operator will interwork with the 5G service operator for requesting 5G service access.

This also facilitates migration to a converged core.

An operator can deploy a 5G core and obtain wireline revenue from that core without requiring a complete forklift of the network.

Editor’s note: Wholesale is important, but text that discusses 5G services needs to be modified. The definition of wholesale needs to be clarified whether wholesale goes through 5G core, wireline network.

7.3 Architecture(s)
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Figure 7‑1: Interworking scenario with AAA & BPCF

In the interworking scenario as shown in Figure 7‑1, the user devices access the wireline access network, via FN-RG and the wireline network is composed by the components that are already deployed. Subsequently, the wireline access network communicates with the 5GC via the 5G FMIF. 5G FMIF is the function that is responsible for the interworking between the 5GC and wireline IP network. The 5G FMIF may also be split into FMIF CP and FMIF UP to support N1’’/N2’’ and N3’’ in control plane and user plane, respectively.

In this scenario, AAA and BPCF are placed in the wireline IP network and are able to interact with BNG. This scenario applies to the interworking between two different network operators. When the users of the network operator that owns the network shown at the bottom would like to access to the Data network 1 owned by another network operator that owns 5GC, the 5G FMIF will be needed for the interworking between the two network operators.
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Figure 7‑2: Interworking scenario with AAA & BPCF - UE with N1 interface

Editor's note: This is the 5G Version of TR-291, and needs new CPE, does this make sense?

In Figure 7‑2, the UE, for example a 3GPP UE, has its own N1 interface. Since there is no NG-RAN, the N1 interface will be carried over the BBF network and then N2’’ towards the AMF in the 5GC. In this case, 5G FMIF CP does not need to support N1.

Editor’s Note: how the N1 of UE is carried towards the AMF is for further study

[image: image23.jpg]Customer Premises

Access network

NSSF || NEF || NRF || PCF || UDM AF
Nssf| Nnef | Nnf | Npcf| Nudm| Naf
Namf] Nausf Nemf
AMF AUSF SMF

NN

NG

Data
Network




Figure 7‑3: Interworking scenario with AAA & BPCF integrated into the 5G-CN

Compared to the scenario shown in Figure 7‑1, in Figure 7‑3, the AAA and BPCF are integrated with the 5GC. The AUSF and UDM are the Network Functions supporting authentication and User profile information respectively, while PCF performs Policy Control. This scenario applies to a single operator that owns both fixed and mobile accesses.
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Figure 7‑4: Interworking scenario with AAA & BPCF integrated into the 5GC - UE with N1 interface

Editor's note: This is the 5G Version of TR-291, and needs new CPE, does this make sense?
In Figure 7‑4, the UE, for example a 3GPP UE, has its own N1 interface. Since there is no NG-RAN, the N1 interface will be carried over the BBF network and then N2’’ towards the AMF in the 5GC. In this case, 5G FMIF CP does not need to support N1.

Editor’s Note: how the N1 of UE is carried towards the AMF is for further study.

7.4 FN-RG

An RG not supporting direct connection with 5GC Network Function e.g. it does not support 5G NAS. The FN-RG is a RG specified by TR-124i5.

7.5 5G-FMIF

A function which is added to a wireline AN, allows interworking with the 5G core supporting the interconnection of user plane with UPF and control plane with 5GC Network Functions. The 5G FMIF may also be split into FMIF Control Plane and FMIF User plane to support N1’’/N2’’ and N3’’ in control plane and user plane, respectively.

7.6 Interfaces
7.6.1 N1
7.6.2 N2

7.6.3 N3

7.6.4 N4

7.7 Procedures
7.8 Registration and Authentication

7.8.1  Option A: Registration and Authentication (wireline and wireless network owned by different operators) 

FN-RG is authenticated by the BNG via the wireline network. The credential corresponding to the authentication of the FN-RG is recorded in the BNG. When there is a need to access the 5G network, e.g. the 5G service provisioning, the FMIF-CP sends a registration request to the AMF of the 5GC on behalf of the FN-RG and goes through the registration procedure with the 5GC, as shown in Figure x1. The FMIF-CP gets the authentication related information of the FN-RG from the BNG.

The FN-RG can be identified by the Circuit ID and the Remote ID as defined in TR-101i2. This identity can also be used as 5G Subscriber User Permanent Identity (5G-GUTI).  Note that 3GPP has defined in TS 23.501 a 5G Globally Unique Temporary Identity (5G-GUTI) which is assigned by the AMF to the UE during the first registration procedure. 
The 5G-GUTI enables to access to the security context within the AMF for a give UE allowing the AMF to recognize the UE in subsequent interaction. The 5G-GUTI is composed by 2 parts: the Globally Unique AMF ID (GUAMI) which uniquely identify an AMF including the Mobile Country Code and the Mobile network Code; the 5G Temporary ID which identify the UE and it is generated from the authentication and uniquely identify the UE within the AMF. The 5G-GUTI can be used between 2 AMF, the new one and the old one for transferring the security context related to the UE avoiding performing the authentication when the UE move and is connected to a new AMF.

Editor’s note: The format and the procedure to create the temporary ID for FN-RG registered to 5GC via FMIF and whether correspond to the 5G-GUTI defined in TS 23.501 is for further study.

Note: the procedure shown in Figure 7‑5 does not consider the scenario of AMF reselection.

The FMIF CP function may be collocated with the BNG and the interaction between BNG and FMIF is left to implementation.

Editor’s note: whether the FMIF is a stand-alone function is for further study.
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Figure 7‑5: The registration and authentication procedure

1) The NAS registration request is sent by the FMIF-CP including the Subscriber Permanent ID (SUPI) and, if already registered with 5GC, a temporary ID corresponding to the FN-RG, the network slice selection assistance information (NSSAI), or other information that is used to locate the AMF.

The SUPI can be the location information of the FN-RG, e.g. the remote ID and circuit ID corresponding to the attached access node.

The FMIF selects an AMF based on SUPI, temporary ID and/or the NSSAI in the 5GC.

Editor’s note: The procedure for AMF selection from FMIF and whether 3GPP procedure defined in TS 23.501 clause 6.3.5 is applicable, is for further study.

2) If the SUPI is not provided by the FMIF CP the Identity Request procedure is initiated by AMF sending an Identity Request message to the FMIF CP. This step is optional.

3) The FMIF CP responds with an Identity Response message including the SUPI. This step is optional.

4) Following the registration request, the FMIF-CP and the AMF performs authentication in order to verify that the FN_RG is valid and legal. The authentication exchange involves the internal functions in the 5GC including AMF, AUSF and UDM. When the two network operators have pre-established mutual agreements, they are then able to share a secret key which is either pre-configured or derived and generated by the FMIF-CP and sent to the AUSF via AMF. This will enable a simplified and fast authentication procedure, instead of going through the regular authentication procedures.

Editor’s note: The authentication procedure is for further study.

5) If step 6 is to be performed, the AMF, based on the SUPI, selects a UDM.

Editor’s note: How the AMF select the UDM in step 5 for the interworking scenario is for further study.

6) If the AMF has changed since the last registration, or if the FMIF CP provides a SUPI of a FN_RG which doesn't refer to a valid context in the AMF, the AMF invokes the Nudm_UEContextManagement_Registration service operation towards the UDM. If there is no subscription context for the FN_RG in the AMF, the "subscription data retrieval indication" is included. The new AMF provides the access type it serves for the FN-RG to the UDM and the access type is set to "Interworking BBF access". The UDM stores the associated access type together with the serving AMF.

The description of Nudm_UEContextManagement_Registration service operation is defined in TS 23.502 clause 5.2.3.2.1.

Editor’s note: How the Nudm_UEContextManagement_Registration service operation in step 7 is applicable to interworking scenario is for further study.

7) If "the subscription data retrieval" indication was included in step 6, the UDM invokes the Nudm_SubscriptionData_UpdateNotification service operation to provide the subscription data from the UDM.

The AMF shall create an MM context for the FMIF_RG with the indication that the mobility is not applicable.

The description of Nudm_SubscriptionData_UpdateNotification service operation is defined in TS 23.502 clause 5.2.3.3.2.

Editor’s note: How the Nudm_SubscriptionData_UpdateNotification service operation in step 7 is applicable to interworking scenario is for further study.

8) The AMF may interact with the PCF for obtaining the Access and Mobility policy for the NG-RG.

Editor’s note: Whether the Access and Mobility policy and interaction with PCF in step 8 is applicable to interworking scenario for FN-RG is for further study.

9) The AMF may interact with the SMF for providing indication of FN-RG reachability to the SMF.

Editor’s note: Whether the interaction in step 9 is applicable to interworking scenario for FN-RG is for further study.

10) The AMF send a registration accept to the FMIF CP.

Editor’s note: Whether the parameter 5G-GUTI, Registration area. Mobility restrictions, PDU session status, NSSAI, Periodic registration update timer, LADN Information and accepted MICO mode are sent to FMIF_CP and/or additional parameters needs to be send for supporting interworking scenario is for further study

11) The FMIF-CP may respond by sending a registration complete message back to the AMF when the procedure is completed.

Editor’s note: Whether this step is required for acknowledging 5G-GUTI or BBF specific parameter is for further study,

7.8.2 Option B: Registration and Authentication (wireline and wireless network owned by same operator)
This registration and authentication procedure applies for the situation that the wireline and wireless networks are owned by the same operator, i.e. a trusted converged network.

Traditionally broadband services have the following methods to authenticate the subscriber (TR-101):

· PPPoE - uses username/password and optionally access loop information and authenticate against AAA

· IPoE – uses access loop information (such as the circuit ID) and authenticate against AAA

Figure 7‑5 shows that the FN-RG is first authenticated by the AAA server, the UDM again authenticate (in step 4) which is redundant. Is this redundant authentication necessary? The proposal is the following:

· Upon a successful AAA Authentication, the FMIF sends a register request via N2 to the AMF and be identified the subscriber by the circuit ID or remote ID.

· The UDM will identify this subscriber as a trusted authenticated subscriber, the AUSF will inform AMF that security and authentication is not required. Registration completes.

· Subsequent N2 exchanges between FMIF and AMF would not require a Secured Key

This converged network would not require a security key for both the control and user plane (N2 and N3).

For PPPoEv4, the revised authentication and register procedure proposal is shown in Figure 7‑6.
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Figure 7‑6: Revised PPPoEv4 authentication and registration procedure

Procedure

1. BNG receives a PPPoE request from the FN-5G, this triggers the FMIF-CP to start the registration process. The BNG completes PADI, LCP, and PAP/CHAP. Halts at IPCP caches IPCP Conf-req.

2. This is considered trusted authentication. The connection between FMIF to AMF is trusted. NAS generated from user’s access loop information such as circuit and remote ID. UE identify is therefore a composite of RG + BNG + AAA policy server

3. Proposal: Authentication is not required, no security Key is required

4. FMIF-CP sends PDU session request immediately after successful registration.

5. Completes address assignment:

· IP PDU type: IPv4 –NAS assign IPv4 address, PDU session completes, BNG completes IPCP with IPv4 address. BNG strips PPP header to GTP tunnel and vice versa (Maps PPPoE session ID + FN-RG MAC address to GTP TEID).

· Ethernet PDU type: IPv4 – BNG performs DHCP to get IPv4 addresses. BNG completes IPCP with DHCPv4 address. BNG strips PPP header to GTP tunnel (Maps PPPoE session ID + FN-RG MAC address to GTP TEID).

For PPPoEv6, the revised authentication and register procedure proposal is shown in Figure 7‑7.
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Figure 7‑7: Revised PPPoEv6 authentication and registration procedure

Procedure

1. BNG receives a PPPoE request from the FN-5G, this triggers the FMIF-CP to start the registration process. The BNG completes PADI, LCP, PAP/CHAP, and IPCPv6. Halts DHCPv6 or RS request and caches it.

2. This is considered trusted authentication. The connection between FMIF to AMF is trusted. NAS generated from user’s access loop information such as circuit and remote ID. UE identify is therefore a composite of RG + BNG + AAA policy server

3. Proposal: Authentication is not required, no security Key is required

4. FMIF-CP sends PDU session request immediately after successful registration.

5. Completes address assignment:

· Both Ethernet and IP PDU type: BNG strips PPP header and send the cached DHCPv6 or RA directly to SMF. BNG tunnels data packet without PPP to GTP tunnel (Maps PPPoE session ID + FN-RG MAC to tunnel).

For IPoE, the revised authentication and register procedure proposal is shown in Figure 7‑8.
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Figure 7‑8: Revised IPoE authentication and registration procedure

Procedure

1. BNG receives an address request from the FN-5G, this triggers the FMIF-CP to start the registration process. The BNG caches address request temporarily until registration is complete/successful.

2. This is considered trusted authentication. The connection between FMIF to AMF is trusted. NAS generated from user’s access loop information such as circuit and remote ID. UE identify is therefore a composite of RG + BNG + AAA policy server

3. Proposal: Authentication is not required, no security Key is required

4. FMIF-CP sends PDU session request immediately after successful registration.

5. Completes address assignment:

· IP PDU type:

· IPv4 – (option1) NAS assign IPv4 address, PDU session completes, BNG simulate DHCP using NAS IPv4 address. BNG tunnels packet directly to GTP tunnel (Maps IP to tunnel, mac learning not necessary). (option 2) BNG tunnels cached DHCP directly to GTP tunnel (Maps FN-RG MAC address to GTP TEID).

· IPv6 – SMF assigns address via DHCPv6 or RA. BNG sends cached DHCPv6 and RS directly to GTP tunnel (Maps FN-RG MAC to GTP TEID).

· Ethernet PDU type:

· IPv4 includes bridge case –BNG sends cached DHCP directly to GTP tunnel (Maps premises network attached Ethernet end station MAC addresses to GTP TEID).

· IPv6 includes bridge case – BNG sends cached DHCPv6 and RS directly to GTP tunnel (premises network attached Ethernet end station MAC addresses to GTP TEID). Subsequent bridge hosts only require AAA policy auth. and tunnels DHCP directly to GTP tunnel

7.9 Session Establishment

A 5G service provisioning request from the FN-RG serving the non-3GPP devices triggers the session establishment procedure, as shown in Figure 7‑9.

1. The FMIF-CP sends a PDU session establishment request which carries FN-RG ID to the AMF of the 5GC.

2. The AMF and the SMF in the 5GC participate in an N11 SMF request exchange, during which the PDU session establishment request message is sent by the AMF to the SMF.

3. Then the SMF selects an UPF during the UPF selection exchange, during which the TEID of the UPF is allocated by the AMF or UPF.

4. The TEID of the selected UPF and the PDU session establishment Accept message is sent by the SMF to AMF.

5. The TEID of the selected UPF and the PDU session establishment Accept message is sent to the FMIF-CP via AMF. The PDU session establishment Accept message carries the FN-RG’s IP address allocated by the SMF.

6. The FMIF-CP sends the tunnel information of the UPF to the FMIF-UP

7. The FMIF-CP obtains the TEID of FMIF-UP.

8. Now both FMIF-CP and the UPF get each other’s TEID, so the PDU session can be established.

Step 1 to 7 are over the N1’’/N2’’ interface, while Step 8 is over the N3’’ interface.

The FMIF-CP obtains the FN-RG’s IP address from the PDU session establishment Accept message and then forwards it to the FN-RG.
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Figure 7‑9: The session establishment procedure

7.10 NF selection

7.10.1 SMF selection

7.10.2 UPF selection

7.11 Potential changes to 5G-CN network functions

The SMF MUST be able to process MLD and IGMP request for multicast call admission control purposes.

The UPF MUST be able to support multicast replication.
7.12 Wholesale Models

In an interworking scenario the possible options for implementing a wholesale network can be based on the following reference points:

1. N3 Reference Point

This approach is shown in Figure 7‑10 and it has not been specified by any standard bodies so if operators want to implement it has to be developed from scratch. Two options are possible as reported in Figure 7‑10:

· AMF at wholesale

In this case N1 and N2 remains within the wholesaler network so only N3 interface has to be defined.

· AMF at retailer

In this case also N1 and N2 interface are present between wholesaler and retailer so all three interfaces (N1, N2 and N3) have to be specified.

For supporting such scenario from 5G Core network point of view only the aspect related to network selection and slice selection needs to be addressed. With respect to the other option this requires to be further studied in order to identify the gaps due to possible specific requirement of wireline network and how they can be solved. This solution may also be skipped because having the enforcement point in the wholesaler network (BNG+FMIF) is not a good solution for a retailer and having policy rules defined externally is not good for a wholesaler.

2. V Reference Point

This approach is shown in Figure 7‑11 and it is based on BBF TR-101 and TR-178 specifications. Both BNG+FMIF and UPF are owned by retailer so all the interfaces, except V, remain within the same operator.
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Figure 7‑10: Wholesale model based on N3 Interface with UPF at retailer and BNG+FMIF at wholesaler; (a) AMF at wholesaler, (b) AMF at retailer
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Figure 7‑11: Wholesale model based on V Interface with UPF and BNG+FMIF at retailer as per BBF TR-101 and TR-178

8. Hybrid Access - Integration scenario
8.1 Description

8.2 Business Drivers for Operators

8.3 Architecture(s)

8.4 5G-RG

8.5 5G-AGF

8.6 Interfaces
8.7 Procedures
8.8 Potential changes to 5G-CN network functions
9. Hybrid Access – Interworking scenario
9.1 Description

9.2 Business Drivers for Operators

9.3 Architecture(s)

The hybrid access scenario based on interworking scenario with AAA & BPCF is depicted in Figure 9‑1.
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Figure 9‑1: Hybrid access scenario based on interworking scenario with AAA & BPCF

Editor's note: Is this in scope? Discussion Item
In the hybrid access scenario shown in Figure 9‑1, 5G-RG is used to connect the two legs in the hybrid access. One leg goes via NG-RAN to the 5GC, while the other leg goes via wireline access network and then BNG and 5G FMIF to the 5GC. In this architecture, the AAA and BPCF are kept in the fixed network and interact with BNG. Figure 9‑1 includes both scenarios of devices connected via 5G-RG supporting N1, e.g. 3GPP UE, and not supporting N1, that in scenario in section 8 are shown in separate figures.

This scenario may apply to the operators when operator start deploying new 5G-RG in the network that are based on interworking scenario adopting 5G FMIF to interwork with 5GC as shown in Figure 7‑1 and Figure 7‑2.
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Figure 9‑2: Hybrid access scenario based on interworking scenario with AAA & BPCF integrated into the 5GC

Editor's note: Is this in scope? Discussion Item
The only difference from Figure 9‑1 is that in Figure 9‑2 AAA and BPCF are integrated into the 5GC, which is based on the interworking scenario adopting 5G FMIF to interwork with 5GC as shown in Figure 7‑3 and Figure 7‑4.

9.4 5G-RG

Required functionalities in the 5G-RG in order to support the interactions with the 5G-CN.

9.5 5G-FMIF
9.6 Interfaces
10.  5G Fixed Wireless Access
10.1 Description

In this scenario, the 5G core network is used to provide fixed broadband services. The residential gateway is a fixed wireless device accessing the wireless access network.

In this architecture, the BNG can be used as an option to provide both SMF and UPF functions which is an investment protection on both existing and future BNG deployment.

This section focuses on the case where FWA is provided by New Radio, connected to a 5G Core Network. Initial deployments of 5G FWA may be based on a 4G core network, with an architecture similar to hybrid access as defined by TR-348 [31], limited to a single, wireless link; however, this is not in scope of this study document.
10.2 Business drivers for operators

This is the next evolution solution for operators with existing fixed wireless solution. End customers will benefit from new 5G technologies.
It is also of interest to operators that have limited last mile access through fiber and copper and are interested in using fixed wireless as a solution.
Moreover, some operators have shown great interest in Fixed Wireless Access as a disaster recovery mechanism. It provides a backup plan when broadband wireline access would be wiped out by a disaster. Indeed, delivering wireless CPEs in devastated zones might be faster and more economical in the short-term, before other medium-term recovery schemes could be thought off.
10.3 Architecture
The Fixed Wireless Access (FWA) scenario is depicted in Figure 10‑1.
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Figure 10‑1: Fixed Wireless Access

Editor's Note: Whether and how BBF wholesale model or 3GPP roaming model is applied to FWA is should be discussed in BBF.
10.4 Requirements on 5G RG and SMF

A fixed wireless access 5G-RG has a LAN interface and a WAN interface corresponding to a 3GPP radio as defined by 3GPP. For the management of the 5G-RG, as for a classic fixed RG, the WAN interface is used by the operator and the LAN interface may be used by the end customer. On the WAN interface, the 5G-RG uses 3GPP NAS signaling. Devices in the home may consist of non-3GPP devices.

The following requirements for the 5G-RG are applicable:
1. The 5G-RG MUST support N1 NAS signaling as defined in 3GPP in TS 23.501 [6], TS 23.502 [7] and TS 23.503 [8].

2. The 5G-RG MUST support  NR as defined by 3GPP in TS 38.300 [14] or E-UTRA connected to 5GC as defined by 3GPP in both TS 36.300 [13] and TS 38.300 [14]
3. The 5G-RG MUST use the S-NSSAI configured by the network or the S-NSSAI received over NAS from the network to identify itself as requiring a 5G RG type of service. The S-NSSAI may be used by the network to identify a Fixed Access service.

4. The 5G RG MUST support the SUPI of the 5G-RG that is based on IMSI as defined in Section 13.1.4. 

NOTE 1: the 5G-RG is assumed to be equipped with UICC where the IMSI resides.

5. The 5G RG MUST support the 3GPP access specific aspects defined in TS 23.501 [7] clause 5.4

For a 5G RG working in L3 mode:

1. The 5G-RG SHOULD support WAN side DHCPv4 for addressing and configuration of PDU sessions.

2. The 5G-RG MUST support SLAAC for PDU session addressing.

3. The 5G-RG MUST support stateless DHCPv6 in the WAN side for obtaining additional PDU session configuration information.

4. The 5G-RG MUST support requesting DHCPv6 Prefix Delegation for assigning a prefix for the LAN interface per PDU session.

5. The SMF MUST support DHCPv4 server or relay functionality

6. The SMF MUST support stateless DHCPv6 server or relay functionality

7. The SMF MUST support DHCPv6 Prefix Delegation.

8. The 5G RG MUST perform IPv4 NAPT for internet access.

9. The 5G RG SHOULD support DHCPv6 non-temporary address assignment (DHCPv6 IA_NA) for the WAN interface for each PDU session.
For a 5G RG working in L2 mode:
Editor’s Note: The requirements may be revised based on the result of discussions on the support of combined IP/Ethernet PDU sessions described in section 14.6.3.3
1. For traditional bridged RG, it is assumed that individual end user devices have a unique MAC address and support VLAN. If a subscriber’s MAC is NAT’ed, it must be 1:1.
Editor’s note: Needs to be resolved at the same time as comment in 6.4

2. The 5G bridge RG MUST be able to use a single PDU session of Combined Ethernet /IP or Ethernet type per LAN instance to bridge multiple premises network attached Ethernet end stations to the 5GC.

3. The 5G bridge RG MUST support more than one PDU session. At least one PDU session type IP for RG management via the WAN interface. And at least one PDU session type Ethernet for bridging end customer traffic.
10.5 Potential changes to 5G-CN network functions
For the FWA integration scenario, a possible selection criterion is the use of S-NSSAI, with the addition of Access Type parameters will provide the capability to select the UPF based also on the access technology, in order to distinguish for example between UPFs used for mobile UE from those for 5G-RG.

10.6 Procedures

10.6.1  Registration Management for 5G-RG connected via 5G RAN (FWA)

The specification in 3GPP TS 23.501 [6] clauses 5.3.2 and TS 23.502 [7] clause 4.2.2 applies to a 5G-RG connected via NG-RAN in integration scenario.

The UDM/AUSF shall choose the authentication method based on the subscription data, as described in TS 33.501 [2].

10.6.2 Connection Management states for 5G-RG connected via 5G RAN (FWA)

The specification in 3GPP TS 23.501 [6] clauses 5.3.3 applies to a 5G-RG connected via NG-RAN in the FWA deployment scenario.

The CM-IDLE state is applicable hence the 5G-RG is connected via a scarce radio interface. Hence, when there is no need to transmit traffic, resources can be saved by enabling the radio nodes and the 5GC function to enter the CM-IDLE state. Consequently, keeping the 5G-RG state only in Connected Mode will impact the overall performance of the network without gaining any benefit for the 5G-RG. Moreover, several procedures and features, such as Service Request are already supported in the radio module. Specific optimization may be introduced considering the stationary behavior of the device, but this requires study and optimization of the radio interface which is not in the scope of SD-407. In conclusion for the FWA it may be assumed that the 3GPP specifications are applied.

10.6.3 Session Management states for 5G-RG connected via 5G RAN (FWA)

The following procedures applies to a 5G-RG connected via NG-RAN in the FWA deployment scenario:

· Session Management procedures (PDU session establishment, PDU session modification, PDU session relase) for IP PDU session and Ethernet PDU session defined in TS 23.502 [7] clause 4.3 

Editor’s Note: The requirements may be revised based on the result of discussions on the support of combined IP/Ethernet sessions described in section 14.6.3.3. 

· Service Request procedures defined in TS 23.502 [7] clause 4.2.3.

· Session continuity, service continuity and UP path management defined in TS 23.501 [6] clause 5.6.5 and in TS 23.502 [7] clause 4.3.5.with the considerations in Section 6.10.

10.7 NF selection

The description in section 6.9  also applies to FWA scenario.

10.7.1  SMF selection

The description in section 6.9.2 applies also to FWA scenario.

10.7.2  UPF selection

The description in section 6.9.3 applies also to FWA scenario. 
10.8 Potential Changes to the 5G Core

For the FWA integration scenario, a possible selection criterion is the use of S-NSSAI, with the addition of Access Type parameters will provide the capability to select the UPF based also on the access technology, in order to distinguish for example between UPFs used for mobile UE from those for 5G-RG.
For IP address management to add the support of IPv6 address and Prefix Delegation via DHCPv6. These mechanism are applicable to both FWA and W-5GAN scenario. 

The SMF MUST be able to process MLD and IGMP request for multicast call admission control purposes.

The UPF MUST be able to support multicast replication.

10.9 Wholesale Models
In FWA scenario the possible options for implementing a wholesale network can be based on the following reference points:

4. N9 Reference Point

This approach is shown in Figure 10‑2 and it is based on 3GPP Roaming Architecture as described in 3GPP TS 23.501. This is largely used today in mobile networks for managing roaming among operators, so anything new has to be specified.

5. N3 Reference Point

This approach is shown in Figure 10‑3 and it is based on 3GPP RAN Sharing Architecture as described in 3GPP TS 23.502. This is largely used today in mobile networks for managing roaming among operators, so anything new has to be specified.

Both options are specified and used so they can be both implemented.
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Figure 10‑2: Wholesale model based on N9 Interface with H-UPF at retailer and V-UPF at the wholesaler 
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Figure 10‑3: Wholesale model based on N3 interface with UPF at retailer and RAN at the wholesaler 
11.  Broadband Services

Editor’s note: The new section on "Broadband Services" is added to the SD as a placeholder to record the study results (incl. for multicast, NERG and wholeseale).

11.1 Per Device Services

11.2 Multicast

It is expected that all FMC scenarios can continue to offer traditional multicast service.

11.2.1  Integration scenario
The STB are expected to continue function as today by sending an IGMP request to the 5G-RG for the interested (S,G)s. The 5G AN, the AGF, and the 5G core can all be leveraged to perform the multicast replication. The preferred option is to have multicast replication performed closest to the 5G RG to alleviate the bandwidth consumed between the AGF and the 5G core. The multicast source can be an overlay where multicast packets are injected directly to the 5G AN or the AGF, alleviating the 5G core from multicast replication responsibility. If the overlay is not an option, then the 5G core must perform multicast replication directly to each STB. The 5G core must be able to process IGMP request to perform unicast bandwidth adjustment.
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Figure 11‑1: Multicast in FMC integration scenario
11.2.2  Interworking scenario
For the interworking scenario, the operator can have two options: (1) to leave multicast on the existing infrastructure and (2) to leverage the 5G core for multicast.

If the multicast service remains on the existing infrastructure, then multicast replication can be performed either at the AN or the BNG (depending on the end subscriber requirements). The BNG can still help perform MCAC function, or the IGMP can be transferred over to the 5G core to perform MCAC.

If the multicast service is on the 5G core, the 5G core must perform multicast replication for each subscriber. The 5G core must also perform unicast bandwidth adjustment.

If the access protocol is PPPoE, multicast replication can only be offered at the BNG or the 5G core.
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Figure 11‑2: Multicast in FMC interworking scenario
11.2.3  FWA scenario
The STB are expected to continue function as today by sending an IGMP request to the 5G-RG for the interested (S,G)s. The 5G-RG will then transfer this IGMP request to the 5G RAN. To offer multicast service for FWA, multicast replication can be performed at either the 5G RAN or the UPF.

If the 5G RAN can perform multicast replication, similar to the architecture in MBMS for LTE. A dedicated multicast VLAN from UPF to the 5G RAN can be used. The UPF will send only a single copy of the required (S,G) and rely on the 5G RAN to replicate the multicast further.

However, if the 5G RAN does not have any replication capabilities, then the UPF must perform the multicast replication to each 5G-RG. This is similar to today’s PPPoE multicast.
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Figure 11‑3: Multicast in FMC FWA scenario
11.2.4  Summary

For multicast replication, see Table 11‑1, if the 5G core is to support all three scenarios. To allow a unify UPF to serve any of the three scenarios, multicast replication must be supported.
Table 11‑1: Multicast replication options
	Multicast replication
	Integrated
	Interworking
	FWA

	(R)AN
	Y
	Y
	Y (only with MBMS)

	AGF
	Y
	N/A
	N/A

	IWF/BNG
	N/A
	Y
	N/A

	UPF
	Y
	Y
	Y


Similarly, for unicast bandwidth adjustment, see Table 11‑2, the UPF is the only element which can support all three scenarios for bandwidth shaping.
Table 11‑2: Unicast bandwidth adjustment
	Bandwidth adjustment
	Integrated
	Interworking
	FWA

	(R)AN
	N
	N
	N

	AGF
	N
	N/A
	N/A

	IWF/BNG
	N/A
	Y
	N/A

	UPF
	Y
	Y
	Y


Editor's note:

1/ support of multicast is contingent to 3GPP work on R16 for MBMS.

2/ conditional to SP's having multicast IPTV as a required 5G use case.

Comment back on wiki to reflect the discussion documented here.

12. Migration Deployment Scenario
12.1 Motivations

The integration and the interworking scenarios support a gradual migration to the converged fixed-mobile network architecture, but they tie together the life cycle management of the residential GWs and that of the core network.

Based on the existing deployment scenarios, a network operator will be able to complete the migration in the core network and retire the BNG and AAA platforms only when the last residential GWs have been replaced by a 5G-RG. 

This completion of the RG replacement is problematic, for several reasons:

· The life cycle of the GWs is relatively long (5+ years)

· Many customers have paid for the renewal of the GW and are not particularly interested upgrading it when the network operator would like it to happen

· Bring-your-own device is allowed in most markets, and as not all network operators will commence the conversion of their network at the same time (some may not do it at all), the legacy GWs will be available in commercial channels. It would be really hard for a network operator to explain to these customers that in their case/in their region, the network has been converted to 5G and therefore, they cannot use the GW they bought very recently. Such policies are more likely to lead to customer attrition and therefore, network operators should be able to offer a more tolerating policy – i.e. build the GW replacement only on positive incentives.  

The completion of the RG conversion might take indefinite time and based on the existing scenarios, the network operators should manage parallel network solutions (5G core and legacy core) for that indefinite period. This makes it much harder to realize the advantages of the convergence – which would, at least partly, based on the removing parallel network solutions.

This section explores a migration deployment scenario. Utilizing this scenario, a network operator will be able to migrate all RGs to the 5G core, at their chosen timing and execute the RG conversion with a different time schedule, depending e.g. on commercial success of converged product offerings.  

12.2 Common FN-RG and 5G-RG access to 5G Core via Adaptive AGF
12.2.1 Description
In this scenario, the converged 5G core network is used to deliver functions traditionally offered by the wireline core network. This scenario assumes no modifications to the legacy Residential Gateway (FN-RG), but define a new function to mediate between the wireline access network and the converged core network, called Adaptive Access Gateway Function (Adaptive AGF).
12.2.2 Business Drivers for Operators
Similar to the integration scenario of 5G FMC would enable the operators to have a single 5G core network for both mobile and fixed access networks. However, this scenario would allow the network operator to reach that convergence in the network, as it allows the separation of life cycle management of the core and the residential GWs. It achieves this by providing a single termination point for the Wireline AN irrespective of whether FN-RG or 5G-RGs are used. This will allow a more efficient use of network infrastructure by:

· Eliminating the risk of ‘stranded’ assets such as a BNG with an uneconomic number services terminated on it. 
· Allowing the replacement of an FN-RG with a 5G-RG without the need to migrate the Wireline circuit from a BNG to an AGF.
12.2.3 Architecture

The integration scenario for the wireline access is depicted in Figure 12‑1.
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Figure 12‑1: Integration scenario for legacy RG using wireline access
The egress interfaces of a W-5GAN form the border between access and core. They are N2' for the control plane and N3' for the user plane. The W-5GAN also provides the N1’ interface on behalf of the FN-RG; this is required to satisfy the 5GC signaling requirements.

This scenario does not cater for the wireless access of an FN-RG. If the FN-RG has some existing capability e.g. to use wireless access via LTE/EPC as a fallback for the wireline services, that functionality would not be impacted, but no convergence is achieved for the wireline and wireless access of such legacy hybrid GW. 

In this scenario, the W-5GAN comprises of wireline access nodes (legacy) and an adaption function for 5G convergence for legacy RG, i.e. Adaptive AGF. 

The Adaptive AGF may be split into: 

· Adaptive AGF-CP, which supports the N1’ & N2’ interfaces to interact with AMF in the control plane and 

· Adaptive AGF-UP, which supports the N3’ to the UPF in the data plane.

12.2.4 Node level requirements
12.2.4.1 FN-RG requirements
The FN-RG is a RG specified by TR-124i5 [19].

Editor’s Note: It is for further study whether some limitations would apply, compared to TR-124.

12.2.4.2 Adaptive AGF requirements
The Adaptive AGF shall support the existing V interface for FN-RG. It shall be able to identify the facility ID as signaled by the access network and authenticate the FN-RG, by:
· DHCPv4 option 82 exchange (TR-101i2 Annex B, original specification 2006 [18])

· PPPoE Circuit and Remote ID AVP insertion (TR-101i2 Annex A/8.3, original specification 2006, [18])

· DHCPv6 use of option 18 via LDRA functionality in the access node (TR-177  corr 1 R-7, original specification 2010, [24])

· Use of the Line ID Option (LIO) in RS messaging (TR-177 corr1 R-16, original specification 2010, [24])

The Adaptive AGF shall support existing VLAN tags and packet priority indication methods as defined by TR-101i2 [18].
The Adaptive AGF shall support N1 and N2 interfaces for the UE and generate all the relevant N1 / N2 signaling for an FN-RG that has been identified / connected via the wireline access network. 

In order to support this, the Adaptive AGF shall fill in all parameters based on local configuration, except for the user identity (SUPI, SUCI, 5G-GUTI) and user location – these will be used as received from the access network, assuming that the 5G core will support new formats for these parameters. 

Editor’s Note: The detailed syntax for SUPI or SUCI to be used are yet to be defined.

The Adaptive AGF shall map each L2 connection of an FN-RG to a PDU session in the 5GC / provide relevant signaling on the N1, N2, N3 interfaces.

The AGF SHOULD be able to support multicast replication.

12.2.4.3 SMF requirements
The SMF shall support IP address allocation mechanisms as detailed in Section 6.4. 

12.2.4.4 Potential changes to 5G-CN network functions
· The AMF shall support trusted authentication based on local configuration (trusted connection to Adaptive AGF) 

· The AMF and AUSF shall support the authentication mechanisms used for PPPoE.

· Note: the Adaptive AGF will utilize the AMF/AUSF as a replacement for the AAA, used by BNG.

Editor’s note: this needs to be aligned with the general concepts of how interworking is implemented

· The UDM and UDR shall support new type of SUPI, derived from facility ID (a.k.a. Line ID).

· As the FN-RG and 5G-RG as will have different SUPI values, the UDM would treat them as separate UDM entries.

· All 5GC network functions included but not limited to AMF, SMF, PCF shall support the new SUPI format

Editor’s note: for the SUPI format, the same considerations apply as for the interworking scenario
12.2.4.5 Interfaces
U and V interface

The existing interface requirements apply, as defined in TR-101i2 [18].

NI’ NAS Interface

The N1 NAS interface is limited, to achieve the minimum compliance level for the 5GC integration 

· To handle registration / de-registration based on pre-configured setting 

· Session management for a single PDU session: UE initiated session activation and network initiated session release shall be supported. 

· None of the authentication mechanisms defined in 3GPP Rel-15 for the 5GC will be supported. Instead, the trusted authentication mechanism is requested to be supported in the 5GC, where the AMF accepts the RG identity as indicated by the Adaptive AGF
N3’

Refer to the FMC integration deployment scenario.

N4

Refer to the FMC integration deployment scenario.
12.2.4.6 Procedures
12.2.4.6.1 Registration and PDU Management for FN-RG
When the connectivity is established between FN-RG and the Adaptive AGF in the W-5GAN, the Adaptive AGF shall:
· Authenticate the FN-RG

· Perform registration to 5GC, on behalf of the FN-RG

· Setup a PDU session on behalf of the FN-RG  

The high level flow diagram for this procedure is represented on Figure 12‑2.
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Figure 12‑2: Registration and PDU session setup for FN-RG
1. A layer-2 (L2) connection is established between the 5G-RG and the Adaptive AGF. 

2. The FN-RG is authenticated by the W-5GAN. Authentication is as defined in TR-101 and may use either IPoE (option 82 – DHCPv4, option 18 – DHCPv6) or PPPoE (PPPoE Discovery tag) using Line ID. 

3. The Adaptive AGF shall perform initial registration for / on behalf of the FN-RG. For this, it will select a network slice based on its network configuration; e.g. the Adaptive AGF may user the line ID to derive the required network slice.

4. The Adaptive AGF sends a registration request to the AMF. The following differences exist, compared to the 5G-RG case:

· The NSSAI is provided based on Adaptive AGF local configuration. In this example it is assumed that a single S-NSSAI is requested, but from 3GPP perspective, multiple ones shall be supported as well; e.g. the Adaptive AGF may decide to use a specific slice for RG management purposes.

· The Adaptive AGF shall use the LineID to derive a SUPI and from that, a SUCI that is used in the Registration request.  

Editor's note: Using Line ID based SUPI requires the introduction of a new SUPI format, as in 3GPP 5WWC Rel-15 the non-IMSI based format is allowed to be used only in private networks. The exact format of the line ID based SUPI is FFS. 

· The Adaptive AGF will indicate to the AMF that it has authenticated the FN-RG, no authentication is to be performed by the 5GC.

· The Adaptive AGF shall indicate that no PEI can be provided.

5. The AMF shall skip authentication via AUSF. As in our example, the FN-RG is not yet registered; the AMF selects the UDM based on the SUCI received.

6. The AMF invokes the Nudm_UEContextManagement_Registration, with the "subscription data retrieval indication" included. 

7. UDM invokes the Nudm_SubscriptionData_UpdateNotification service operation to provide the subscription data from the UDM.

The AMF shall create an MM context for the FN-RG with the indication that the mobility is not applicable.

8. The AMF may interact with the PCF for obtaining the Access and Mobility policy for the FN-RG.

9. The AMF sends Registration Accept message to the Adaptive AGF.

Editor’s note: Whether the parameter 5G-GUTI, Registration area. Mobility restrictions, PDU session status, NSSAI, Periodic registration update timer, LADN Information and accepted MICO mode are sent to FMIF_CP and/or additional parameters needs to be send for supporting interworking scenario is for further study

10. The Adaptive AGF may respond by sending a registration complete message back to the AMF when the procedure is completed. 

Editor’s note: Whether this step is required for acknowledging 5G-GUTI or BBF specific parameter is for further study

11. When completing the registration, the Adaptive AGF shall continue by establish a PDU session for / on behalf of the FN-RG. For this, the Adaptive AGF generates a PDU session ID, it derives S-NSSAI and DNN based on its local configuration, it will request SSC mode 1. 

12. The PDU session request is processed in the 5GC. This includes UPF selection and resource reservation in UPF. 

NOTE: The UPF selection may be based on the UPF/Adaptive AGF co-location as defined in Section 6.13?? (=> 6.9.3), or UPF may be selected based on LineID or the Adaptive AGF’s identity.

13. The SMF responds via AMF with PDU Session Request, including QoS parameters and the N3 tunnel endpoint information for the UPF.

14. The Adaptive AGF may perform BBF specific resource reservation with the AN

15. The Adaptive AGF allocates AN N3 tunnel information for the PDU Session and includes the AN N3 tunnel endpoint in the PDU Session Request Ack message

16. The PDU session setup procedure is completed in 5GC

17. The Adaptive AGF performs IP address allocation for the FN-RG. This may be a dynamic or static, with the UDM storing static IP allocations and the Adaptive AGF managing IP pools for dynamic.

NOTE: Both IPoE and PPPoE authentication session will span this entire flow. The Adaptive AGF is responsible for generating all DHCP or PPP messages including IP assignment and options payload (DNS servers, ACS discovery etc).

12.2.4.6.2 Migration from FN-RG on BBF AN to 5G-RG on W-5GAN
The migration scenario comprises of three distinct phases:

· FN-RG connected via BNG – Current industry standard

· FN-RG connected via Adaptive AGF- All traffic for a given BNG is steered to an Adaptive AGF and is managed by entirely by 5G Core.

· 5G-RG connected via Adaptive AGF – FN-RG has been replaced by a 5G-RG and Adaptive AGF operates in a pass through mode to a 5G-AGF. Transition to this phase will require management in order to minimize end user impact.

Each phase is separated by a non-trivial time period (measured in months) with progression to the last phase optional.

The complete migration procedure of a BBF service with FN-RG to 5GC based service, using 5G-RG is described on Figure 12‑3.
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Figure 12‑3: Migration procedure for FN-RG to 5G-RG
0. The fixed broadband service is operated using the BBF TR-101 solution.

1. The network operator decides to migrate the service to 5GC based solution. As a preparatory step, the subscription data needs to be provisioned to the 5GC / to UDR. 

At this stage, the subscription data required to support FN-RG mode of operation must be provisioned; optionally, also the subscription to support the 5G-RG mode can be added.

NOTE: The RG’s replacement to 5G-RG (step 5-7) may be connected to the customer being contracted to specific services that are implemented using only 5G-RG. This means that step4 and the further steps may be significantly delayed (e.g. by multiple years), compared to step2/step3. This may justify the partial provisioning.

2. The service is migrated to the 5GC, with the FN-RG being unchanged.  

a. The L2 traffic steering capability in the fixed AN and aggregation network is used to direct the traffic of the given FN-RG to an Adaptive AGF. 

b. The subscription in the BBF core may be de-provisioned by the network operator at this stage. 

Editor’s note: Care needs to be taken to ensure all migrated sessions are cleared out of the BNG to avoid IP address conflicts and other potential routing issues. This can be mitigated through the use of short DHCP leases prior to migration.

3. The traffic steering to Adaptive AGF leads to Adaptive AGF providing service for the FN-RG via the 5GC

a. L2 connectivity is established between the FN-RG and Adaptive AGF

b. The FN-RG is authenticated by the Adaptive AGF. It does not support EAP, and thus, the Adaptive AGF shall recognize that it is an FN-RG and that it needs to provide interworking for this FN-RG towards the 5GC.

c. The Adaptive AGF shall be configured with the relevant access related information. It derives registration and PDU session setup related information, and it performs initial registration and PDU session setup for / on behalf of the FN-RG, as described in the section 6.X.1.

4. If not done in step1, the network operator provisions the 5G-RG related subscription information to the UDR. 

As described in Solution X, the subscription data required for the FN-RG is significantly different from those needed for the 5G-RG: supporting the FN-RG requires different SUPI format and authentication method. Due to the basic, network (Adaptive AGF) configuration based registration and session management, it can also be assumed that the PDU sessions in a region will use the same DNN. After replacing the RGs to 5G-RG (see below) these could be different, for different service offerings of the operator. Also, as presented in the next steps, there is no requirement for the UDM/UDR to interact for session management handling during/for the FN-RG/5G-RG replacement. 

For this reason, this solution defines no requirement for the FN-RG and 5G-RG related subscriptions of the same fixed broadband line; they can be handled as independent subscriptions in UDM/UDR.

NOTE: as a deployment option, a network operator may choose to combine the FN-RG and 5G-RG related UDM subscriptions. In that case, the lineID based SUPI (for FN-RG) and the IMSI based SUPI (for 5G-RG) shall identify the same UDR record. 

5. The customer may now replace the RG; for this, first they disconnect the FN-RG

Editor’s note: A well-known limitation of DHCP based authentication is detecting the loss of L2 connectivity between FN-RG and BNG. In this situation the BNG session will persist until the DHCP lease expires. 

6. The customer will connect the 5G-RG to the same access network termination (i.e. same lineID is used). 

7. The replacement of the FN-RG to 5G-RG will lead to the Adaptive AGF integrating the RG to the 5GC in 5G-RG mode

a. The L2 connectivity is established and the Adaptive AGF shall recognize that this RG is a 5G-RG. 

b. The Adaptive AGF shall initiate EAP based authentication towards the 5G-RG. 

c. When the Adaptive AGF recognizes that the FN-RG has been replaced by a 5G-RG, it terminates any ongoing PDU session and de-registers the FN-RG, including DHCP/PPP sessions.

Editor’s note: The Adaptive AGF must detect the EAP registration from the 5G-RG and clear any existing sessions (both PDU and DHCP/PPP) for that Line id. The PDU session release shall be performed latest at this stage, as the FN-RG-s PDU session would otherwise cause e.g. IP address conflicts between the two modes of operations.

d. The 5G-RG initiates registration to the 5GC, the registration is performed as described in section 6.2.

e. The 5G-RG requested PDU session setup is performed as described e.g. in section 6.3.3.

8. As this stage, the network operator may decide to de-provision the subscription data required for FN-RG mode.

Editor's note: It is FFS whether reverse migration to FN-RG mode shall be supported as well. This may be required where customers are allowed to use BYO device for RG and may (knowingly or unknowingly) revert to an FN-RG, after already using a 5G-RG. If reverse migration is to be supported, step 8 is not applicable and the procedure for the reverse migration itself is FFS.

13.  Service Model Independent Key Issues

13.1  KI#1 Registration and connection management procedures

13.1.1  Description
The scope of this key issue is to study the applicability of the registration management and connection management states and procedures defined by TS 23.501 and TS 23.502, to both the Integration scenario, where the 5G-RG is connected via wireline access (i.e. W-5GAN) and the FWA scenario, where the 5G-RG is connected via NG RAN to the converged core network.

In particular, the key issue will study for the above scenarios:

· applicability of the Registration Management states defined in TS 23.501 clause 5.3.2

· applicability of the Connection Management states defined in TS 23.501 clause 5.5.2

· whether the registration procedures defined in TS 23.502 clause 4.2.2.2 apply and improvements are required to fulfill the above scenarios

· whether the connection procedures defined in TS 23.502 clauses 4.2.3, 4.2.4, 4.2.5, 4.2.6, 4.2.7 and 4.2.8 apply and improvements are required to fulfill the above scenarios

· How to identify the device as a 5G-RG during registration, in particular in the FWA case, where the access type cannot be used, since is not wireline?

The key issue will also consider the applicability of specification related to the support of N3GPP in clause 4.12 of TS 23.501.

This key issue will also study the authentication phase for the 5G-RG in terms of which credentials are supported and how the corresponding authentication is performed.

13.1.2  Discussion

The 3GPP specification define the Subscription Permanent Identifier (SUPI) in TS 23.501 clause 5.9.2 as follows:

<extract from 3GPP TS 23.501 v15.2.0 >

A globally unique 5G Subscription Permanent Identifier (SUPI) shall be allocated to each subscriber in the 5G System and provisioned in the UDM/UDR. The SUPI is used only inside 3GPP system, and its privacy is specified in TS 33.501.

The SUPI may contain:

-
an IMSI as defined in TS 23.003, or

-
a network-specific identifier, used for private networks as defined in TS 22.261.

It is possible for a SUPI to take the form of a Network Access Identifier (NAI) using the NAI RFC 7542 based user identification as defined in TS 23.003, for either IMSI based or non-IMSI based (e.g. when used over a non-3GPP Access Technology or for private networks) NAI.

In order to enable roaming scenarios, the SUPI shall contain the address of the home network (e.g. the MCC and MNC in the case of an IMSI based SUPI).

For interworking with the EPC, the SUPI allocated to the 3GPP UE shall always be based on an IMSI to enable the UE to present an IMSI to the EPC.

3GPP TS 33.501 specification furthermore mandates in clause 5.1.2 that 

<extract from 3GPP TS 33.501 >

Subscription authentication: The serving network shall authenticate the Subscription Permanent Identifier (SUPI) in the process of authentication and key agreement between UE and network.

UE authorization: The serving network shall authorize the UE through the subscription profile obtained from the home network. UE authorization is based on the authenticated SUPI.
13.1.3  Proposed Solutions

13.1.3.1 Option A – solution for 5G-RG 
This option describes the solution based on support of SUPI based on IMSI to access the 5GC defined in TS 23.501. 

The following impacts apply:

· the 5G-RG shall be equipped with an UICC where the IMSI resides

· The 5G-RG shall support NAS (as study in KI#2)

· The 5G-RG shall support authentication procedure over NAS 

· The 5G-RG shall support authentication methods negotiation defined in TS 33.501 clause 6.1.2

· The 5G-RG shall support 5G-AKA’ authentication method defined in TS 33.501 clause 6.1.3.2

· The 5G-RG shall support EAP-AKA’ authentication method defined in TS 33.501 clause 6.1.3.1

· No impact on 5GC network functions since they already support the required functionalities.
13.1.3.2 Option B

13.1.4  Recommendation
The following recommendations apply for the SUPI subscriber identity defined in TS 23.501 clause 5.9.2. The SUPI is a globally unique 5G Subscription Permanent Identifier. It shall be allocated to each subscriber in the 5G System and provisioned in the UDM/UDR. The SUPI is used only inside 3GPP system, and its privacy is specified in TS 33.501 [29]

· For 5G-RG 

· the SUPI shall only be based on IMSI defined in TS 23.003 [19] for authentication and authorization.
· For FN-RG which has no UICC/IMSI 

· The SUPI requirement is applicable to a FN-RG which is accessing to 5GC for providing a Public service, i.e. public network scenario, which does not support UICC/IMSI

· The access network (under BBF responsibility) will perform the authentication of the FN-RG with a procedure that BBF is defining. 

· The E2E solution shall ensure that the FN-RG that is accessing 5GC is duly authenticated  

Editor’s note: the detailed solution is FFS

13.2  KI #2: Transport and Encapsulation in the Wireline Access of Control Plane (eg. NAS) 
13.2.1  Integration scenario
13.2.1.1 Discussion on N1 NAS interface 
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13.2.2  Discussion on VLAN Tagging for backhaul at the access node

13.2.3 Evaluation Criteria
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13.2.5.2 Evaluation Criteria

13.2.5.3 Proposed Solutions
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13.2.6  Hybrid scenario
13.2.6.1 Description

13.2.6.2 Evaluation Criteria

13.2.6.3 Proposed Solutions

13.2.6.3.1.1 Option A

13.2.6.3.1.2 Option B

13.2.6.4 Recommendation

13.3  KI #3: Regulatory Requirements

13.3.1  Description
With respect to regulatory requirements, what requirements will this place on BBF specified components, and are any changes required to 3GPP procedures. This is in the context of:

1. Location reporting for fixed access

2. Lawful intercept

3. Emergency Services
13.3.2  Proposed Solutions

13.3.2.1 Option A

1. Location reporting for fixed access
1.1 Procedural impacts

23.502 describes both registration procedures and location reporting procedures in which location information is provided to the AMF, and may subsequently be provided to the SMF via the Namf_EventExposure_Subscribe service.

It goes further to suggest that the location information reported may be in the form of TAI and cell ID.

TAI is not relevant to wireline access as the UE is not mobile, will always be in the CM_CONNECTED state in a fault free condition, and if not connected, would not be pageable as this is non-3GPP access.

Similarly, the location reporting service for wireline access would never offer updated information beyond that obtained during registration offering a possible simplification of procedures.

1.2 Additional location information available in wireline networks.

A wireline network is capable of more specific reporting of location than simply the ID of the AGF. Identifiers are assigned to individual subscriber facilities in wireline networks, and this information will be available to the AGF as an artifact of BBF specified procedures. This information could be correlated via offline means with a physical location for the UE itself.

The general format of facility identification for IPv4 consists of two unstructured variable length identifiers.

Circuit-ID [1..63 octet]

Remote-ID [1..63 octet]

For IPv6 a more generalized encoding of this information exists documented in IETF RFC 6221 and 6788 (DHCPv6 and SLAAC procedures respectively).

The BBF has identified the utility of exposing this information for troubleshooting purposes. Our question would be for 3GPP to comment on the utility of this information as an alternative to existing location reporting schema.

2. Lawful Intercept
Lawful intercept is a process to intercept telecommunications in accordance with local country’s legislation and regulation. Those legislations and regulations vary from one country to another. Based on the country’s definition of broadband service, lawful intercept must either be performed through traditional wireline methods or through 3GPP wireless defined methods.
Two questions for 3GPP:

1. Is the possibility of alternative (non-3GPP) credentials being considered?

2. Will the ATSSS study consider the implications of ATSSS on lawful intercept?
3. Emergency Services
Based upon our interpretation of TS23.501 section 5.16.4, we can consider multiple scenarios:

· a 5G-RG offers no telephony services, therefore would NOT be an IMS client and emergency services procedures would not be applicable.

· A 5G-RG supports an analog terminal adapter (ATA) permitting the attachment of non-3GPP telephony devices and is a proxy IMS client on their behalf. In which case we would expect a subset of emergency service requirements to be supported, but without impacts to 3GPP specifications with the possible exception of alternative location information as identified in 1.2 above.

· A 5G-RG supports UE relay capability, the applicability is FFS.
13.3.3  Specific aspects for FWA
With respect to regulatory requirements, what requirements will this place on BBF specified components, and are any changes required to 3GPP procedures. This is in the context of:

1. Location reporting for fixed access

2. Location reporting for FWA

3. Lawful intercept

4. Emergency Services
13.3.4  Proposed Solutions

13.3.4.1 Option A
Most parts of the solution described in section 13.3.2.1 apply also for the solution described in this section. The difference is related to the “Location reporting for FWA”:
· Location reporting for FWA will be unchanged from 3GPP practice.
13.3.5  Recommendation
13.4  KI #4: Operational requirements
13.4.1 Description
Beside functions related to control plane and user plane for WAN connectivity, the RG also serves devices in the home LAN, as described in “Key Issue 8: Home LAN Support”. Some of the configuration parameters for LAN functions may come from DHCP on the WAN interface (e.g. DNS information, see TR-124 WAN.DHCPC [19]) or from management interfaces (TR-069 [17]).

As 5G-RG continues to support the home LAN, it must be manageable by an ACS based on TR-069 [17].

1. How is the IP connectivity set up between the 5G-RG and the ACS? (today this may be done in-band or in a separate IP session, for example with a private IPv4 address)

2. Does TR-069 [17] and/or TR-181 (Device Data Model for TR-069) [26] need to be modified to support 5G FMC?

3. Does 5G-RG need to integrate also with other management systems, specified by 3GPP?

Notes:

· Some managed home devices, such as set-top boxes or voice gateways may also be managed based on TR-069 [17].
· BBF is introducing the User Services Platform (USP) as a natural evolution of TR-069, to manage, monitor, upgrade and control connected devices. It includes the management of network interfaces and service functions (IoT functions, VoIP, etc). The impact of USP is FFS and likely relevant for BBF but not for 3GPP.

13.4.2  Evaluation Criteria

13.4.3  Proposed Solutions

13.4.3.1 Option A: Connectivity to management entity in integration scenario
This solution address how in case of integration scenario the 5G-RG can establish the connectivity with management entity (e.g., ACS), using of TR-069 [17] or USP (User Services Platform) TR-369 [32]. This solution also considered solution #20 in TR 23.716 [4] for the procedure for using PDU session for supporting connection to management entity and additional mechanism for the provisioning of the management entity URL.

The key elements of the solution are:

· The solution enables to use either TR-069 [17] or USP (TR-369) [32] depending on the supported management specifications. 

· the 5G-RG establishes the connectivity to the management entity (e.g. ACS) via user plane connection on PDU session

· The PDU session can be either an IP PDU session or Ethernet PDU session.

· The PDU session to be used (type and DNN) can be pre-configured on 5G-RG or included  5GC in URSP policy sent by PCF as defined in TS 23.503 [8]. The URSP policy should be configured with a policy rule where is described the association of the management entity application with the DNN, PDU session type, N-NSSAI, etc., the URSP policy is sent to the 5G-RG in N1 NAS control plane, so they do not need to have a PDU session established. 

· The management entity address can be configured by the operator in UDM in order to be available to SMF or provided via 3rd party (e.g., another operator) via NEF interaction and configured in UDM. The interaction between AF and NEF can only take place for AF that are authenticated and authorized, so a SLA shall exist between the involved parties.
· The management entity can be provided to the 5G-RG as follows:

1. ACS information received via the DHCP process as specified in TR-069 [17] Amendment 6 section 3.1 part bullet 2 or as specified in USP (TR-369) [32] R-DIS.1 and R-DIS.2. 

2. In case of IP PDU session, if the IP address is assigned by SMF, the 5G-RG can request ACS information sending the DHCP any time after that the PDU session has been established. If the 5G-RG requests the assignment of an IP address via DHCP as specified in 3GPP TS 23.501 clause 5.8.2.2, the mechanism based on DHCP as specified in TR-069 [17] Amendment  6 or USP (TR-369) [32] can take place at this point or anytime later. In case of Ethernet PDU session the mechanism based on DHCP as specified in TR-069 [17] Amendment 6 or USP (TR-369) [32] is performed as user plane interaction over Ethernet PDU session. When SMF is not the DHCP server (e.g., in case of Ethernet PDU session), the whole process is transparent to the 5GC and the 5GC is not aware of the management entity information.
3. The 5G-RG may ask in a PDU session to receive the management entity information received via PCO parameter. 

4. The management entity information is pre-configured in the 5G-RG.
It shall be noted that a UE when is switch on the first time, it may not be pre-configured if it is provided by operator, but it may be empty in case that the UE is not branded by the operator, e.g., a phone bought on general market. In that case during the 5G-RG registration in the network, the PCF is able to detect that the device has not URSP policy or it has an invalid URSP policy, so the PCF can provide in N1 NAS the URSP. When the policy is received, the 5G-RG can use the entry related to the management entity application to start the PDU session as configured. At this point the 5G-RG is able to perform the management entity discovery as described above. When the PDU session is established the TR-069 [17] Amendment 6 procedure described in section 3.2 can take place in order to establish the connectivity to the management entity and to download or update the configuration as needed. 

The procedure of PDU Session Establishment for the purpose of BBF TR-069 [17] Amendment 6 or USP (TR-369) [32] Amendment 1 support is described in 3GPP TR 23.716 clause 6.20.2.2.

The procedure for providing the management entity from a 3rd Party via NEF is described in TR 23.716 [4] clause 6.20.2.1.

The impact of the procedure are the following:

· 5G-RG shall support the URSP, but this is required in any case as 5GC feature

· The URSP may indicate which PDU Session Type and DNN to use for the application of Auto-Configuration and Dynamic Service Provisioning (ACS). But this does not require URSP structure change.

· The support of PCO is part of 5GC specification Rel-15, however the PCO mechanism shall be extended adding new additional parameter in the ePCO Information Element in order to allow the 5G-RG to request to SMF to be provided of the management entity information and the SMF to provide the ACS information to 5G-RG. 

· The SMF shall support the DHCP procedure defined in TR-069 [17] Amendment 6 section 3.2 or USP (TR-369) [32].

· The TR-069 [17] Amendment 6 or USP (TR-369) [32] specification shall be extended in order to consider the procedure based on PDU session for 5GC proposed in TR 23.716 [4] and described above.
13.4.3.2 Option B
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13.6  KI #9: IPTV and multicast
13.6.1  Integration scenario
13.6.1.1 Description
IPTV is a key service part of fixed residential multi-play offerings. It is necessary to support IPTV service in 5G FMC architecture. Multicast is used to optimize network and video server resource usage, where the video client application (e.g. on a set-top box) requests live video content based on IGMP requests. Video packet replication happens on intermediate network elements (such as backbone routers, edge gateways, access nodes, RGs) to minimize the number of flows for a given channel / multicast group. There are several aspects that need to be considered:

Consider the criteria to developing the IPTV multicast solution:
1. How do we minimize the changes on 5G systems under the constraint of leveraging the widely deployed IPTV multicast functions on video client applications, RG and wireline access nodes, as described in TR-101 section 6?

2. Do we need the same IPTV multicast solution for both Integration scenario (wireline access) and FWA scenario?

Consider the technical issue to developing the IPTV multicast solution:
3. Study the Session Management mechanism to support IPTV multicast. Specifically, do we need an independent PDU session to transmit IPTV multicast packets? Or subdivide the PDU session to transmit the IPTV multicast packets? Or any other Session Management mechanism to support IPTV multicast?

4. Study if there is an option to offer multicast based IPTV service, in the case where the 5GC does not support multicast? In that case, how would IGMP/MLD (Multicast Listener Discovery, in the case of IPv6) messages be processed?

5. Study which network element (UPF, 5G-RAN, AGF and Wireline AN) is the best entity to perform the replication function? If the 5GC is involved in replication, does SMF need to be involved in IGMP/MLD processing (control plane for multicast)?

6. How to handle the QoS management for the IPTV Service? Can bandwidth and prioritization be adjusted dynamically for unicast traffic, depending on IPTV multicast traffic? Is there a way to do multicast admission control?
· For context, dynamic QoS adjustment is done in order to avoid carving out bandwidth for IPTV traffic, so that the bandwidth can be reused by other services, in case no IPTV is in use. Based on the awareness of how many multicast groups are active on a subscriber line (e.g, the home is currently receiving 2 HD TV streams at 8Mbps each), bandwidth for other services is dynamically modified. This link between multicast activity and QoS management is described in section 6.3 of TR-101i [18].

13.6.1.2 Evaluation Criteria

13.6.1.3 Proposed Solutions

13.6.1.3.1.1 Option A: IPTV and multicast solution for Integration deployment scenario
Solution Description
This solution describes how to support the IPTV services for integration model without impacting the IPTV platform, including IPTV Authentication, IP allocation from IPTV network and the support of Unicast Packets transmission and Multicast Packets transmission. 

· NOTE 1: IPTV have been standardized by several standard groups like ITU-T, ETSI, ATIS (Alliance for Telecommunications Industry Solutions), TTA (Telecommunications Technology Association), etc. Among these standard groups, ITU-T responsible to coordinate IPTV standardization work from other groups and develop the specifications for IPTV. This solution is proposed based on both existing common IPTV platform already deployed and the IPTV architecture developed by ITU-T. 
Assumptions and Considerations

Assumptions of the solution are shown below:
· 5G-RG is a L3 device and support NAT function;

· NOTE 2: CPE is specified as a L3 device in TR101 section 6.2. In this paper, it assumes 5G-RG inherit this feature that 5G-RG also acts as a L3 device. Whereas based on deployment, CPE can also act as a L2 device, the solution to IPTV when 5G-RG is a L2 device can be given in another separate solution. Whether deploy L2 5G-RG device or L3 5G-RG device are specific to operators. The corresponding IPTV solutions are specific to L2 5G-RG device and L3 5G-RG device  and these solutions doesn’t contradict with each other. 

· Wireline AN and AGF support IGMP Transparent Snooping function specified in TR 101;
The solution is developed based on the principle shown as below:

· No impact to IPTV network;

· No impact to the Wireline AN.
The solution is applied when (1) the Integration deployment scenario and (2) the IP PDU session are used.

The solution includes the procedures listed below:

· The Channel Access Control list Provision Procedure shown in Figure 13‑1, describes how the Wireline AN obtain the Channel Access Control list from IPTV SMS (Service Management System) to perform Channel Access Control. It is same as the existing Channel Access Control solution in wireline network. Registration Procedure and PDU Session Establishment Procedure for a PDU session dedicated to IPTV service for 5G-RG shown in Figure 13‑2. The Registration Procedure is used to register to 5GC and the PDU Session Establishment Procedure is used to establish the PDU Session for IPTV Service.

· IPTV Access Procedure shown in Figure 13‑3. The IPTV Access Procedure is used to access the IPTV network, including completing the IPTV Authentication and IP allocation function.

· Multicast Service Support Procedure shown in Figure 13‑4 are applied. The Multicast Service Support Procedure is used to enhance the 5GC to support Multicast Service from IPTV network.

· NOTE 2: 5GC can support Unicast Service from IPTV network directly.

In current deployed IPTV network and standardized IPTV Authentication mechanism in FG IPTV-DOC-0188 [48] and IPTV-DOC-0189 [49], Line ID is used to perform IPTV Authentication. In addition, User ID&&Password and/or STB MAC address may also be used to perform IPTV Authentication. Line ID includes Circuit ID and Remote ID defined in RFC 3046 [35]. Line ID is provided by the wireline access network or BNG during the DHCPv4 procedure. User ID&&Password and/or STB MAC address is provided by the STB during the DHCPv4 procedure to IPTV network. After that IPTV Authentication is completed, the DHCP Server in the IPTV system will allocate the IP address to the RG. 

· NOTE 3: The terminology “STB” in this solution corresponds to the terminology “End-User Functions” in FG IPTV-DOC-0181 [50].

In order to minimize the impact to the existing IPTV system, Line ID, User ID&&Password, STB MAC address can be reused to perform IPTV Authentication. 

· NOTE 4: Based on IPTV network deployment, IPTV Authentication is performed using either the STB MAC address or User ID &&password or both as subscription.
The solution assumes that a PDU session is dedicated to the IPTV services and that the IP address is assigned via DHCPv4 by a server located in IPTV network. The DHCPv4 procedure enables also the authentication of the 5G-RG via Option 82 mechanism extensively used in current BBF network deployment. Furthermore, the DHCPv4 procedure may also enable the STB MAC address based authentication via Option 61 and/or enable the User ID&&Password based authentication via Option 60 mechanism extensively used in current BBF network deployment.

· NOTE 5: The PDU session dedicated to the IPTV services is per STB. If multiple STB(s) are under the coverage of one 5G-RG, corresponding multiple PDU Sessions dedicated to the IPTV services are needed.
· NOTE 6: Since IPv6 is rarely deployed in the current IPTV network, it is not supported in 3GPP Release 16.

The Multicast Support relies on the IGMP and on the support of IGMP Join in UPF for binding the Multicast address included in the IGMP Join message to the related PDU Session from the 5G-RG. When the UPF receives a downlink Multicast packet from IPTV network, the UPF identifies the corresponding PDU session via the Multicast address in the Multicast packet and send the downlink Multicast packet to AGF. In case IGMPv3 specified in RFC 4604 [47] is used by STB and 5GC, the UPF shall identifies the corresponding PDU session via both the Multicast address and the source IP address in the downlink Multicast packet and send the downlink Multicast packet to 5G-RG.

NOTE 7: UPF shall enforce PIM (Protocol-Independent Multicast) to ensure receive DL multicast traffic. Which PIM mode (e.g. Sparse Mode PIM-SM defined in RFC 4601 [46] or Dense Mode PIM-DM defined in RFC 3973 [45]) should be enforced is based on local policies in SMF/UPF.Note that it is assumed IPoE is used in this solution, thus wireline AN is capable of perform replication.

Editor’s Note: How to enforce replication in wireline AN when PPPoE/5fdp is used is FFS.

To support Multicast Service, UPF sends the Multicast Packets to the AGF via PDU Session which subscribe to the multicast service. Through selecting a single PDU session among the PDU sessions request the Multicast service per AGF to transmit the Multicast packets, redundant Multicast packets transmission between UPF and AGF for the same Multicast Service is able to be avoided.

Accounting mechanism in 5GC specified in 3GPP is not impacted. Namely, UPF perform accounting for the Multicast packets.

Channel Access Control of Multicast Channels is the same as the existing mechanism used in wireline network. The Wireline AN obtain the Channel Access Control list from IPTV SMS via Channel Access Control list Provision Procedure in Figure 13‑1. Based on the Channel Access Control list, the Wireline AN performs the Channel Access Control of Multicast Channels. 

The format of the Channel Access Control list is decided by the IPTV network. An example of a Channel Access Control list is given in Table 13‑1. In this table, it is assumed that Port 1, Port 2 and Port3 are the port numbers of Wireline AN connecting to the STB(s) via 5G-RG. STB sends an IGMP Join message for Multicast service to Wireline AN. By enabling the IGMP Snooping function, the Wireline AN is capable to identify the Multicast address in the IGMP Join message. 
Based on the port number and the Multicast address in the Channel Access Control list, the Wireline AN can identify whether the Channel corresponding to the Multicast address is allowed for the requesting STB or not.

· If the Channel is allowed for the STB, the Wireline AN adds the Port number to the multicast group and send the IGMP Join message to AGF with the VLAN ID corresponding to the multicast service of the STB.

·  If the Channel is not allowed for the STB, the Wireline AN drop the IGMP Join message.

· If the Channel is Preview and is allowed for the STB, the Wireline AN add the Port number to the multicast group under certain condition (e.g. the preview will be allowed for 10 seconds) and send the IGMP Join message to AGF with the VLAN ID corresponding to the multicast service of the STB.

NOTE 8:The condition is defined by the IPTV system is also included in the Channel Access Control list, but not shown in Table 13‑1.
Table 13‑1: An example of Channel Access Control list

	Port number
	Multicast address 1 (Channel 1)
	Multicast address 2 (Channel 2)
	Multicast address 3 (Channel 3)

	Port 1
	Fully allowed
	Not allowed
	Preview allowed

	Port 2
	Fully allowed
	Fully allowed
	Not allowed

	Port 3
	Fully allowed
	Preview allowed
	Preview allowed


· NOTE 9: Channel Access Control based on Port number is just an example shown in this solution. Based on deployment, the VLAN ID or MAC Address may be used to perform Channel Access Control. 

· NOTE 10: In case IGMPv3 specified in RFC 4604 [47] is used by STB and 5GC, the Channel Access Control list include both Multicast address and Source IP address of the Multicast Server as the criteria of Channel Access Control.
Solution Procedure

Channel Access Control list Provision Procedure
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Figure 13‑1: Channel Access Control list Provision Procedure
· 1. User subscribes or updates the Channel authority. The information is updated to IPTV SMS.
· 2-3. IPTV SMS sends the Channel Access Control list Provision message to Wireline NMS, which includes the Channel Access Control list. The Wireline NMS send the Channel Access Control list Provision Response message to IPTV SMS in step 3. 

· NOTE 11: Based on configuration, Wireline NMS may add the port number to the Channel Access Control list.

· 4-5. Wireline NMS sends the Channel Access Control list Configuration message Wireline AN in step 4. Wireline AN send the  Channel Access Control list Configuration Response to Wireline NMS in step 5.

· NOTE 12: The procedure is existing in wireline network and given in this solution only for clarification purposes. Furthermore, the procedure is also supported by the standardized IPTV Channel Access Control mechanism in FG IPTV-DOC-0188 [48], the Channel Access Control list is provided to the transport network to perform Channel Access Control. “SMS (Service Management System)” is common deployed by IPTV network. From ITU-U standard perspective, the SMS is an implementation of the “IPTV Application” defined in IPTV-DOC-0188 [48].
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Figure 13‑2: Registration Procedure and PDU Session Establishment Procedure to support IPTV service

Note that the wireline AN is not shown in the Figure 13‑2, for simplicity reasons.

· Step 0: Registration Procedure for 5G-RG as definition in SD-407 and 3GPP TR 23.716. 

· NOTE 13: No specific requirement and addition are needed to support IPTV service.

· Step 1a: 5G-RG initiated the PDU session establishment procedure dedicated to IPTV service. 

· The following steps are the same as described in TS 23.502 clause 4.2.2.2 with the differences below 

· NOTE 14: the PDU session procedure here describes does not include additional generic modification potentially needed to support PDU session on W-5GAN not related specifically to IPTV support.

· NOTE 15: the condition to trigger the 5G-RG to establish the PDU Session for IPTV service is implementation specific (e.g. when the 5G-RG receive the DHCP message from the STB shown in step 1 of Figure 13‑3).

· Step 1b: the DNN for IPTV is sent by the 5G-RG to the AMF. Furthermore, since IPTV network shall allocate the IP address to this PDU session via DHCPv4, the 5G-RG shall indicate within the Protocol Configuration Options element that the UE requests to obtain the IPv4 address with DHCPv4.

· Step 2: the AMF shall select a SMF that support IPTV Service if the AMF receive the DNN for IPTV in step 1b.

· Step 3a: AMF shall send AGF IP address, which received in from AGF in step 1b (not shown in the figure), to SMF. 
· Step 6b: SMF receives QoS Profile(s) related to IPTV Service, including the QoS Profile(s) for multicast 
· service.
· Step 7: SMF selects the UPF that support IPTV Service if the SMF receive the DNN for IPTV in step 3a. More details about UPF selection can be found in 3GPP TS23.501 clause 6.3.3.

· Step 15a: SMF shall relay the AGF IP address, received in step 3a, to UPF. UPF identify the AGF which the PDU Session is established over, via the AGF IP address. 

IPTV Access Procedure

· 
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Figure 13‑3: IPTV Access Procedure

When PDU Session Establishment Procedure is completed, the STB shall initial the IPTV Access Procedure based on the DHCPv4 Procedure as follows:

· Step 1: The STB sends the DHCP Discover message with Option 60  to the UPF over the user plane. The UPF and the SMF interacts as described in TS 23.501 clause 5.8.2.2.

· Step 2: the AN/AGF acts as DHCP Proxy and adds the Option 82 and Option 60  defined in RFC 3046 [35] including Line ID to the DHCP Discover message.

· Step 2-1: UPF shall bind the Line ID received with the CN Tunnel Info.

· Step 3: The DHCP Discover message with Option 82 and Option 60 is sent to DHCP Server located in IPTV network via UPF.
· NOTE 16: In order to route the DHCP Discover message to the DHCP Server in IPTV network, the DHCP Discover message is broadcasted inside the IPTV network.

· Step 4: The IPTV system shall perform IPTV Authentication based on the Line ID included in the Option 82 and the Username/Password included in the Option 60.

· NOTE 17: The IPTV Authentication procedure performed by IPTV system is out of 3GPP and BBF Scope.

· Step 5: If the IPTV Authentication procedure in step 4 succeed, the DHCP Server in the IPTV system shall respond with DHCP Offer message with Option 82 and Option 60. The IP address allocated by DHCP Server in the IPTV system is included in the DHCP Offer message.

· Step 6: Since the DHCP Offer message doesn’t contain destination IP address, the UPF is not able to identify the PDU Session that the DHCP Offer message belongs to. Thus, the UPF shall identify the PDU Session that the DHCP Offer message belongs to base on the Line ID included in Option 82 and the binding relationship between Line ID and CN Tunnel info acquired in step 2-1.

· Step 7-1: DHCP Offer message is sent to 5G-RG via PDU Session identified in step 6.

· Step 7-2: The 5G-RG shall replace the IP address allocated by the DHCP Server in IPTV network with the local IP address.

· Step 7-3: The DHCP Offer message including local IP address is sent to STB.

· Step 8-1: The STB sends the DHCP Request message to confirm the local IP address is applicable.

· Step 8-2: The 5G-RG shall replace the local IP address with the IP address allocated by the DHCP Server in IPTV network.

· Step 8-3: The 5G-RG sends the DHCP Request message to confirm the IP address allocated by the DHCP Server in IPTV network is applicable.

· Step 9: the AN/AGF acts as DHCP Proxy and add the Option 82 defined in RFC 3046 [35] including Line ID to the DHCP Request message.

· Step 10: The DHCP Request message with Option 82 is sent to DHCP Server in IPTV network.

· Step 11: If the IPTV Server confirm the IP address allocated to 5G-RG is applicable, the DHCP Server in the IPTV network shall respond with DHCP Ack message with Option 82. The IP address allocated by DHCP Server in the IPTV network is included in the DHCP Ack message.

· Step 12: Similar as step 6, the UPF shall identify the PDU Session that the DHCP Ack message belongs to base on the Line ID included in Option 82 and the binding relationship between Line ID and CN Tunnel info acquired in step 2-1.

· Step 13-1: The DHCP Ack message is sent to the 5G-RG via PDU Session identified in step 12. 

· Step 13-2: Similar as Step 7-2, the 5G-RG shall replace the IP address allocated by the DHCP Server in IPTV network with the local IP address. 

· Step 13-3: The DHCP Ack message including local IP address is sent to STB.

· After the STB receives the DHCP Ack message, the STB can obtain the IPTV Service. 

· NOTE 18: NAT (Network Address Translation) function should be performed by 5G-RG.

· Step 14: When the SMF receives the DHCP Ack message in step 11, the SMF may trigger the PDU Session Modification to update the QoS Profile for IPTV service.

· Step 1 to step 14 should be repeated, in case another STB under coverage of the same 5G-RG, not shown in Figure 13‑3, intends to access IPTV network.

· NOTE 19: IPTV Authentication based on PPPoE via 5GC is not supported in 3GPP R16.

Multicast Service Support Procedure  

The procedure to support multicast service is shown in Figure 13‑4.
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Figure 13‑4: Multicast Service Support Procedure
· Step 1-1: 5G-RG1 Registration and PDU Session establishment is performed as shown in Figure 13‑2.

· Step 2-1: IPTV Authentication procedure for STB1 is performed as shown in Figure 13‑3.

· Step 3a. In order to obtain the multicast service, STB1 send the IGMP Join message to the 5G-RG as specified in BBF TR-101.

· Step 4a. 5G-RG1 performs IGMP snooping and NAT function.

· Step 5-1a. 5G-RG1 shall relay the IGMP Join message to Wireline AN.

· Step 5-2a. Wireline AN perform IGMP snooping and identify whether the multicast service is allowed for the STB1 based on the Channel Access Control list obtain in the Channel Access Control list Provision Procedure shown in Figure 13‑1.

· If the Channel is allowed for the STB1, Wireline AN add the corresponding Port number to the multicast group and continue with Step 5-3a. 

· If the Channel is not allowed for the STB1, Wireline AN drop the IGMP Join message and steps below are skipped. 

· If the Channel is Preview allowed for the STB1, Wireline AN add the corresponding Port number to the multicast group under certain condition (e.g. the preview will be allowed for 10 seconds) and continue with Step 5-3a. 

· In case IGMPv3 specified in RFC 4604 [47] is used by STB and 5GC, both Multicast address and Source IP address shall be used to identify the privileges of the STB to the Channel by UPF. 

· Step 5-3a. Wireline AN shall relay the IGMP Join message to AGF.

· Step 5-4a. AGF performs IGMP snooping.

· Step 5-5a. void. 

· Step 5-6a. The AGF shall relay the IGMP Join message to the UPF via the user plane as defined in BBF TR-101.

· Step 6a. When the UPF receives the IGMP Join message, the UPF shall add the 5G-RG IP address to the requested multicast group.

· Step 7a. UPF receives multicast packets from multicast server in IPTV network. 

· Step 8a. Among the PDU Sessions that request the multicast service, UPF select a single one per AGF to transmit the multicast packets to AGF. Note that UPF identify the AGF which the PDU Session is established over, based on the AGF IP address received in step 15a of Multicast Service Support Procedure Figure 13‑2. UPF send Multicast packets via selected PDU Session based on 5G-RG IP address in the requested multicast group constructed in step 6a.

· Step 9a. The UPF shall send the multicast packets to the AGF via the PDU Session selected in step 8a. 

· Step 9b.void.

· Step 10-1a and 10-2a.
The AGF shall send the multicast packets to the AN based on IGMP Snooping in step 5-4a. 

· Step 10-3a and 10-4a.
The AN send the multicast packets to the 5G-RG1 which is allowed for the service based on IGMP Snooping in step 5-2a. 

· Step 10-5a and 10-6a. The 5G-RG1 send the multicast packets to the STB based on IGMP Snooping in step 4.

In order to make the solution clearer, Figure 13‑5 and Figure 13‑6 are used to give an example of how IGMP Join message is transmitted and correspondingly how Multicast traffic is replicated and transmitted.
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Figure 13‑5: Example of how IGMP Join message is transmitted 
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Figure 13‑6: Example of how Multicast traffic is replicated and transmitted 

In Figure 13‑5, assuming both STB1, STB2, STB3 and STB4 request the same multicast service. 

AGF sends all received IGMP Join message to UPF via the corresponding PDU Sessions.

· NOTE 20: 5G-RG, AN and AGF shall perform IGMP Transparent Snooping function specified in BBF TR-101, when receive the IGMP Join message. 

Figure 13‑6 shows how Multicast traffic is replicated and transmitted which is aligned with Figure 13‑5. Based on the AGF IP address which UPF received in step 15a of Multicast Service Support Procedure, see Figure 13‑2, UPF identifies that PDU Sessions for STB1/STB2/STB3/STB4 are established over the same AGF. UPF selects a single one among them, e.g. PDU Session for STB1 shown in red line in the figure, to transmit the Multicast packets which STB1/STB2/STB3/STB4 request. The AGF performs packets replication and send them to AN based on IGMP Snooping function. Similarly, the AN and the 5G-RG also perform packets replication and send the multicast packets based on IGMP Snooping function. 

· NOTE 21: The solution reuse the PDU Session defined in 3GPP to transmit multicast packets from UPF to AGF. However, from AGF to STB, the multicast packets are transmitted based on IGMP snooping as the existing deployed fixed network mechanism between STB and AGF instead of over PDU Session. 

The multicast VLAN should be deployed complying with TR 101 section 6.2. 

An example of Multicast VLAN deployment is shown in Figure 13‑7. GTP is used between UPF and AGF. When the AGF receives the multicast packets from UPF, the AGF adds the VLAN S-Tag with value 100 to the Multicast Packets. When AN receives the multicast packets, the AN maps the S-TAG with value 100 to C-Tag with value 10 for 5G-RG1 and maps the S-TAG with value 100 to C-Tag with value 20 for 5G-RG2 based on VLAN configuration by operator.
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Figure 13‑7: Example of Multicast VLAN usage

It is UPF perform accounting which is same as the existing 3GPP accounting mechanism. 

Using Figure 13‑5 as an example, UPF receives IGMP Join message(s) to request a Multicast service over PDU Session(s) for STB1, STB2, STB3 and STB4. When UPF send the Multicast packets for this multicast service, UPF shall perform accounting for both of these PDU Session(s) on this Multicast service. 
Editor’s Note: whether to perform accounting for IPTV depends on the business model, it might be needed to switch on or off the accounting procedure.
Solution Evaluation
Based on the principle of minimizing the impact to the existing network element, this solution enables STB that can use the IPTV service via L3 5G-RG by connecting to 5GC. 

Impact to the existing network element are given as below:

· IPTV Network: No impact;

· AMF:
· Send AGF IP address to SMF during PDU Session establishment procedure.

· SMF:
· Receive AGF IP address from AMF and relay it to UPF during PDU Session establishment procedure.

· UPF: 

· send the multicast packets via PDU Session;

· Select the PDU Session to transmit the Multicast packets per AGF.   

· perform accounting for the multicast service;

· AGF: 
· Receive Multicast packets from UPF over PDU Session and send them to Wireline AN based on IGMP Snooping function.

· Wireline AN: No impact.

· 5G-RG: 

· Connecting to 5GC and establish PDU Session to obtain IPTV service for the STB(s).

· STB: No impact.
13.6.1.3.1.2 Option B
13.6.1.4 Recommendation

13.6.2  Interworking scenario
13.6.2.1 Description

13.6.2.2 Evaluation Criteria

13.6.2.3 Proposed Solutions

13.6.2.3.1.1 Option A

13.6.2.3.1.2 Option B

13.6.2.4 Recommendation

13.6.3  FWA scenario
13.6.3.1 Description
Do we need the same IPTV multicast solution for both Integration scenario (wireline access) and FWA scenario, see section 13.6.1.1?

13.6.3.2 Evaluation Criteria

13.6.3.3 Proposed Solutions

13.6.3.3.1.1 Option A: IPTV and multicast solution for FWA
Assumptions

· To avoid unnecessary processing on multicast traffic such as NAT, routing, firewall state, etc., some 5G-RG may bridge traffic to and from the STB.  
· This solution is specific to the scenario that a 5G-RG acts as a L2 device for IPTV service that bridges all IPTV services.

· Note: The 5G-RG may be capable of routing for other non-IPTV service, e.g., internet service.

· STB address request is always in the form of DHCPv4. 
· In this contribution, the combined IP/Ethernet PDU session type is used.  While each STB within a home requires a different IP address, only a single PDU session is required. 
· DHCP server for STB can be on the SMF or external to the SMF
Solution Description

The solution describes must not impact current IPTV platform, including IPTV Authentication, IP allocation from IPTV network and the support of Unicast Packets transmission and Multicast Packets transmission. 

The solution is broken as three parts:

· Registration Procedure and PDU Session Establishment Procedure for a IPTV service for 5G-RG shown in Figure 13‑8. 
· IPTV Access Procedure shown in Figure 13‑9. The IPTV Access Procedure is used to access the IPTV network, including completing the IPTV Authentication and IP allocation function.

· Multicast Service Support Procedure shown in Figure 13‑10. The Multicast Service Support Procedure is used to enhance the 5GC to support Multicast Service from IPTV network.

· NOTE : 5GC can support Unicast Service from IPTV network directly.

· The proposed solution is for PDU session combined IP/Ethernet and Ethernet type.  
For registration/authentication:

The NSSAI will during NAS registration will indicate the service request.  The UDM will determine based on the subscription to either access or reject the registration and the PDU session request.  The SMF will pick a UPF which will support packet replication.

Solution Procedure from TS 23.716
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Figure 13‑8: Registration Procedure and PDU Session Establishment Procedure to support IPTV service

Change proposal

· 0. Registration Procedure for 5G-RG is depicted in TS 23.502 [7] clause 4.2.2.2. UDM will hold subscription data of the user, it indicate that this user is eligible for IPTV service.

· NOTE 1: 5G-RG can act as the UE depicted in Registration Procedure in TS 23.502 [7] clause 4.2.2.2.

· 1a. 5G-RG initiates the PDU session establishment procedure dedicated to IPTV service. The following steps are the same as described in TS 23.502 [7] clause 4.2.2.2 with the differences below.  The PDU session is type combined IP/Ethernet and Ethernet, the STB DHCP request will be processed only after both registration and PDU session has been established.

· NOTE 2: The condition to trigger the 5G-RG to establish the PDU Session for IPTV service is implementation specific (e.g. when the STB is switch on).

· 1b. The DNN for IPTV is sent by the 5G-RG to the AMF. Furthermore, since IPTV network allocates the IP address to this PDU session via DHCPv4, the 5G-RG shall indicate within the Protocol Configuration Options element that the UE requests to obtain the IPv4 address with DHCPv4.

· 2. The AMF shall select a SMF that support IPTV Service if the AMF receive the DNN for IPTV in step 1b.
· 4a-4b.
SMF receives the subscription data from UDM.

· 6b. SMF receives QoS Profile(s) related to IPTV Service, including the QoS Profile(s) for multicast service.

· 7. SMF selects the UPF which supports IPTV Service.

· 9a. N4 Session Establishment/Modification Request to UPF.

The DHCPv4 procedure enables also the authentication of the 5G-RG via Option 82 mechanism extensively used in current BBF network deployment. 

The Multicast Support relies on the IGMP and on the support of IGMP Join in UPF for binding the Multicast address included in the IGMP Join message to the related PDU Session from the 5G-RG. When the UPF receives a downlink Multicast packet from IPTV network, the UPF identifies the corresponding PDU session via the Multicast address in the Multicast packet and send the downlink Multicast packet to the UE. UPF perform replication for the Multicast packets. The R(AN) is assumed to be incapable of multicast packet replication.

Line ID includes Circuit ID and Remote ID defined in RFC 3046 [35]. In current IPTV network, Line ID could be used as Identification in IPTV system. The IPTV system can choose to performs additional IPTV Authentication based on the Line ID provided by the wireline access network or BNG during the DHCPv4 procedure. After that IPTV Authentication is completed, the DHCP Server in the IPTV system will allocate the IP address to the RG. In order to minimize the impact to the existing IPTV system, Line ID can be reused to perform IPTV Authentication. 

· 
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Figure 13‑9: IPTV Access Procedure

When PDU Session Establishment Procedure is completed, the STB shall initial the IPTV Access Procedure based on the DHCPv4 Procedure as follows:
1. The STB sends the DHCP Discover message to the UPF over the user plane. The UPF and the SMF interacts as described in TS 23.501 [6] clause 5.8.2.2. STB ID may be included in DHCP Discover message.

· NOTE 1: Based on the deployment of IPTV network, STB ID may be either MAC address of STB included in Option 61 of the DHCP Discover message or User ID&&Password included in Option 60 of the DHCP Discover message, or both.
· 2. The SMF acts as DHCP Proxy and can optionally adds the Option 82 defined in RFC 3046 [35] including Line ID to the DHCP Discover message.  The DHCP message can be relayed to the SMF DHCP server or relayed to an external DHCP server.

· If the DHCP message is relayed to an SMF internal DHCP server.  The server would use option 60 to ensure the STB is authorized to reply to the DHCP request. 

· If the DHCP message is relayed to an external IPTV DHCP server.  The server will only respond DHCP request from authorized STB.

· The N4 interface might request N4 extensions to support DHCPv4 options.

· The UPF stores the DHCP transaction ID (to associate individual DHCP transactions within a single PDU session)
· 3. The DHCP Discover message with Option 82 is sent to DHCP Server.  The DHCP server can be located inside the SMF or external to the SMF.

· 4. The IPTV system can perform additional IPTV Authentication based on: DHCP Option 61: client identifier: the register hardware address for a STB .

· NOTE 2: The IPTV Authentication procedure performed by IPTV system is out of 3GPP Scope.

· 5. If the IPTV Authentication procedure in step 4 succeeds, the DHCP Server shall respond with DHCP Offer message with Option 82. The IP address allocated by the DHCP Server is included in the DHCP Offer message.

· 6. DHCP Offer message is sent to STB via PDU Session.

· 8. The STB sends the DHCP Request message to confirm the local IP address is applicable.  

· 9. The SMF acts as DHCP Proxy and add the Option 82 defined in RFC 3046 [35] including Line ID to the DHCP Request message.  The UPF stores the DHCP transaction ID (to associate individual DHCP transactions within a single PDU session)

· 10. The DHCP Request message with Option 82 is sent to DHCP Server.

· 11. The DHCP Server respond with DHCP Ack message with Option 82. The IP address allocated by DHCP Server is included in the DHCP Ack message.

· 12. The DHCP Ack will be forwarded to appropriate PDU session 

· 13-1. The DHCP Ack message is sent to the STB.

· 14. When the SMF receives the DHCP Ack message in step 11, the SMF may trigger the PDU Session Modification to update the QoS Profile for IPTV service.

· 
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Figure 13‑10: Multicast Service Support Procedure

Change suggestion (in bold):

· 1. In order to obtain the multicast service, STB send the IGMP Join message to the 5G-RG as specified in BBF TR-101 [18].  Note: the 5G-RG bridges the IGMP message to the WAN interface 

· 2. The 5G-RG shall relay the IGMP Join message to the UPF via the user plane as defined in BBF TR-101 [18].

· 3. When the UPF receives the IGMP Join message the UPF shall check the Channel Access Control list. If the Multicast address is allowed for the subscriber, the UPF shall add the STB IP address to the requested multicast group. If the Multicast address is not allowed for the STB IP address, the UPF shall drop the IGMP Join message. If the Multicast address is previewed allowed for the STB IP address, the UPF shall add the STB IP address to the requested multicast group under certain condition, e.g. the preview will be allowed for 10 seconds.

Editor's note:
It is FFS how the UPF obtain the Channel Access Control list from IPTV network.

· 4-5.
When the UPF receives multicast packets from multicast server in IPTV network, the UPF shall select the PDU Session where to transmit the multicast packets based on the multicast group, constructed in step 3.

· 6-7. The UPF shall send the multicast packets to the STB via the PDU Session selected in step 5. 

If some other STB also subscribes the same multicast group, the UPF shall perform replication of the Multicast packets and send them to the corresponding STB as well.

3GPP new requirements:

· UPF to support IGMP processing and packet replication

· N4 to support IGMP and multicast flows.

13.6.3.3.1.2 Option B

13.6.3.4 Recommendation
13.7  KI #10: Network Slice Selection
13.7.1  Integration scenario
13.7.1.1 Description
13.7.1.2 Evaluation Criteria

13.7.1.3 Proposed Solutions

13.7.1.3.1.1 Option A
13.7.1.3.1.2 Option B: 3GPP Network Slicing 
13.7.1.4 Recommendation
13.7.2 Interworking scenario
13.7.2.1 Description

13.7.2.2 Evaluation Criteria

13.7.2.3 Proposed Solutions

13.7.2.3.1.1 Option A

13.7.2.3.1.2 Option B

13.7.2.4 Recommendation

13.7.3  FWA scenario
13.7.3.1 Description

13.7.3.2 Evaluation Criteria

13.7.3.3 Proposed Solutions

13.7.3.3.1.1 Option A

13.7.3.3.1.2 Option B

13.7.3.4 Recommendation
13.8  KI #11: QoS


13.8.1 
Access Stratum requirement for supporting User Plan Reflective QoS
13.8.2 Support for QFI in the integration scenario
Today wireline networks do not have the equivalent of bearers and QCI/ARP concepts. Instead QoS is based on hierarchical scheduling at the service edge and Diffserv/DSCP or 802.1p/P-bits in the rest of the access network.

Going forward with the 5GC, delivering Quality of Experience for wireline subscribers requires some adaptation to integrate with the QoS delivered by the 5GC.

This study will require to evaluate:

· Which wireline functions need to support 3GPP QoS concepts?

· Is there a need to mediate between legacy wireline QoS and 3GPP QoS, similar to requirements related to TWAG in TR-291? If yes, in which functions and does it impact only the user plane or also the data plane.

Background on QoS Flow Identity and the Integration Scenario
From TS23.501: “The QoS flow is the finest granularity of QoS differentiation in the PDU session. A QoS Flow ID (QFI) is used to identify a QoS flow in the 5G system”.

QFI is normally communicated per packet from the UPF to the UE. Reflective QoS is utilized when the specific flow requires QoS treatment that is different from the default QFI for the PDU session, and directs the UE to install filters in the reverse direction to map the QFI for the identified flow and mark the packet accordingly. QFI would normally be expected to be mapped DSCP and DSCP to local media (e.g. 802.1 P-bits) as session traffic transited the path between the UPF and the UE. The use of QFI does not correspond to current BBF practice.

Key questions for QFI and the Integration Scenario:
How is per-packet QFI information communicated to the 5G-RG? and when the 5G-RG is acting as a UE relay, to the remote UEs?

Discussion on a solution for QFI and the Integration Scenario
The specification of the Integration scenario and UE relay functionality should include a means of communicating per-packet QFI to the 5G-RG and when the 5G-RG is acting as a UE Relay, to the remote UEs. This would likely require an additional protocol element in every packet.

This would provide QFI and reflective QoS capability to all 3GPP devices connected to the home LAN.

The 5G-RG would be required to act as a proxy-UE for non-3GPP devices attached to the home LAN, mark traffic according to QFI, and install filters in response to the receipt of reflective QoS indication. Flows requiring reflective QoS would not receive differentiated treatment between the non-3GPP end systems in the home and the 5G-RG.
13.8.2.1 Solution A: Shim header

13.8.2.2 Solution B: Using signaling to provision QoS rules in real time

13.8.3  Support for QFI in the Interworking scenario
The description of this key issue is similar to the key issue description provided in section 13.8.2. The differences are described in this section.

Background on QoS Flow Identity and the Interworking Scenario
From TS23.501 “The QoS flow is the finest granularity of QoS differentiation in the PDU session. A QoS Flow ID (QFI) is used to identify a QoS flow in the 5G system”.

QFI is communicated per-packet over the N3 and N9 interfaces and when reflective QoS is used would need to be communicated per-packet to the UE. Reflective QoS is utilized when the specific flow requires QoS treatment that is different from the default QFI for the PDU session, and directs the UE to install filters in the reverse direction to map the QFI for the identified flow and mark the packet accordingly. QFI would normally be expected to be mapped DSCP and DSCP to local media (e.g. 802.1 P-bits) as session traffic transited the path between the UPF and the 5G-RG.

The user plane is required to carry per packet QFI and reflective QoS indication and accept signaling messages with upstream flow specifications, but it is not mandatory for a UE to act on this information.

Key questions for QFI and the Interworking Scenario:
What can be achieved to utilize QFI and provide reflective QoS in the Interworking scenario?
13.8.3.1 Solution for QFI with the Interworking Scenario
In the interworking scenario, there is no means to communicate per-packet QFI to the FN-RG, nor would it be supported by the FN-RG. The FMIF acting as a proxy UE on behalf of the FN-RG and end systems attached to the home LAN would permit some QFI and reflective QFI capability to be extended to the interworking scenario.

1. The FMIF would be capable of performing local marking of traffic using a QFI to DSCP mapping table.

2. The FMIF in response to the reflective QoS indication would install upstream filters to identify and appropriately mark upstream traffic. Such filters would be presumed to be soft state and age out after a defined time interval.

The limitations of such an approach would be:

1. The AN may not honor P-bit marking received from the FMIF.

2. The FN-RG may or may not honor DSCP/P-Bit marking received from the FMIF

3. Traffic subject to reflective QoS would be undifferentiated in queuing from the end system in the home LAN to the FMIF and would only receive appropriate queuing treatment over the N3 and the N9 interfaces.

13.8.4  Support for QFI Recommendation
The interface between SMF and UPF for CUPS, as defined in 3GPP, must be extended to allow SMF to install/update/remove HQOS related attributes (or profiles) on the UPF e.g. bandwidth shaping rate per RG, per device (in case of bridged home), and per access-node.

13.8.5  Reporting of available access bandwidth 
13.8.5.1 Description

The current 5G architecture provides for a UE aggregate maximum bit rate (UE-AMBR) and a session aggregate maximum bit rate (Session-AMBR) for both upstream and downstream as part of subscription data in the UDM. This information is disseminated to elements in the 5GC and used to appropriately rate-limit traffic.  The typical usage at a UPF is to limit the sum of non-GBR traffic for individual sessions to the session-AMBR.  The RAN is expected to perform overall rate limiting of non-GBR traffic to the UE-AMBR which is the minimum of the sum of session-AMBRs and a rate associated with the overall subscription. 

There are several aspects of fixed access that are not addressed by these subscription parameters:

1) A wireline interface has a maximum bandwidth that the sum of both GBR and non-GBR traffic would be unable to exceed. 

2) DSL interfaces are adaptive to loop conditions and the maximum achievable information transfer rate over an interface will differ from subscriber drop to subscriber drop. What is more, the achievable rate may change over time. 

3) Some carriers may choose to operate an access service at the maximum achievable rate rather than a provisioned rate, therefore disseminating knowledge of the maximum achievable rate is useful. “Dynamic rate adaptation” is expected to be an infrequent event so the control plane load of coordinating the maximum achieved rate across UP entities is not expected to be significant.

4) The delivery of other services via the coexistence model such as linear IP TV will explicitly diminish the maximum bandwidth available to the 5GC.

13.8.5.2 Proposed Solution
Two additional parameters are required to address the above requirements:

1) UE Subscribed Maximum Bit Rate (UE-SMBR).   This is an overall bandwidth per UE, the sum of both GBR and non-GBR traffic, the parameter would be associated with subscription information in the UDM similar to UE-AMBR. 
2) UE Measured Maximum Bit Rate (UE-MMBR). This is an overall per UE parameter advertised by the 5-WGAN.

UE-SMBR would need to be provided to the AGF as part of registration procedures (step 21 of 23.502 section 4.2.2.2.2) and as UE-MMBR is only of interest if it falls below the UE-SMBR value, an opportunity to minimize signaling is embodied in the proposed solution.

UE-SMBR would be considered as part of admission control for PDU sessions for both GBR and non-GBR traffic.

There is a hierarchy of dependencies between the parameters that may require modifications to how these parameters are communicated and may require dynamic modification during the lifetime of both UE registration and PDU sessions.  The actual dependency hierarchy would be:
Session-AMBR <= UE-AMBR <= UE-SMBR – ( GBR contacts) <= UE-MMBR

13.8.6   3GPP QoS Attributes compared with wireline
13.8.6.1 Conclusion on comparison
13.8.6.2 3GPP QoS functional support requirements

13.9 KI #12 Combined AGF/ UPF
13.9.1  Description


AGF is defined as a logical function. Implementing AGF and UPF in separate nodes has some benefits, such as separate administrative domains between the two functions, independent scaling and possibility to use different locations. However, separate AGF and UPF results in the duplication of equipment resources for the data planes (AGF-U and UPF). The duplication of data planes can result in cost stacking and it may jeopardize the business case for wireless wireline convergence. As a comparison, TR-178 introduced a hierarchical MS-BNG deployment model (see TR-178 section 4.4.1), however practical deployments of serialized BNGs, outside of specific wholesale scenarios, have been rare due to extra costs. In addition, serializing the two user planes adds latency, which could prevent demanding applications, such as augmented reality/ virtual reality.

This key issue is about enabling the option to run AGF and UPF as a combined implementation. The combined AGF-UPF supports N2’, N3, N4’, N6, N9 and V interfaces. For a combined AGF-UPF, the AGF may either use the co-located UPF via an internal N3 interface or leverage an external UPF via N3.

Editor’s Note: Update the description regarding not needing N3, so that it aligns correctly with the diagram, where N3 is an option for non-colocation.
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Figure 13‑11: Combined AGF-UPF
This key issue triggers 2 questions:

1. How can we ensure that the 5GC control plane will select the UPF that is part of the combined AGF-UPF, for all or select wireline access sessions? 

2. Does the combined AGF-UPF also have to function as a standalone AGF (including N3’ support), or is it sufficient that the remote UPF be reached via N9, through the local UPF in the combined AGF-UPF?
Editor’s notes:

· Combining AGF and UPF could benefit how AGF provisions QoS or multicast on the V interface, because the AGF can have visibility of N4 based rules. However, this is out of scope for this key issue.
· Combining AGF and UPF is orthogonal to other implementation specifics like hosting the AGF in previously deployed BNG or Access Nodes. In other words, the combination does not prevent these models, but it is not relevant for this key issue.
13.9.2  Combined AGF-UPF Evaluation Criteria


1. Minimize changes to 5GC functions, in particular AMF, SMF, UPF and NRF as well as changes on reference interfaces (in particular, N2 and N11 [interface between AMF and SMF])

2. Allow coordinated standardization efforts with clear responsibility for AGF standardization (BBF) and 5GC standardization (3GPP) including UPF. 

13.9.3  Discussion
a) UPF Selection

In order to map the wireline access session to the UPF which is part of the combined AGF-UPF, the following needs to happen:

1. The SMF needs to be aware of the preference to map the session to the combined UPF, if available

2. The SMF needs to identify the combined AGF-UPF instance based on AGF information

UPF selection by SMF is described in 23.501, section 6.3.3. The preference for combined UPF (item #1) can be based on access type (e.g. wireline drives preference for combined UPF) or more sophisticated criteria (e.g. PCC rules). The pairing between AGF information and UPF instance (item #2) seems to be feasible based on this selection parameter listed in the latest version of 23.501, section 6.3.3:

“Information related to user plane topology and user plane terminations, that may be deduced from:

-
AN-provided identities (e.g. CellID, TAI), available UPF(s) and DNAI(s)”

For wireline, the “AN-provided identities” could include an AGF identifier (e.g. hostname) that can be used to retrieve the combined UPF information.

i) The SMF is responsible for selecting the UPF, the NRF can be consulted to identify a suitable UPF. 

b) Sessions aggregated at a Combined AGF-UPF but that require a remote UPF

There are 2 options:

i. The AGF can act as a standalone AGF, or a combined AGF-UPF on a per session basis, based on SMF selection. Where it operates as a standalone AGF, it leverages the N3 interface to the assigned (external) UPF.

ii. All sessions are mapped to the combined AGF-UPF. A session may be extended to an external UPF based on N9 interface (UPF to UPF interface). 

For the hybrid access deployment scenario, the same UPF would be used for radio access and wireline access (with the assumption that the combined AGF-UPF, used in hybrid access, needs to support ATSSS). 

Editor’s note: the impact of hybrid access on the combined AGF-UPF deployment has to be analyzed further.

13.9.4  Recommendation


The BBF would like to see support for a co-located AGF/UPF in Release 16, and therefore N2 procedures to be augmented to enable the AGF to provide information (to SMF) in order to guide SMF selection of the specific UPF instance that is co-located with the AGF user plane instance.

Editor’s Note: The information needed to identify the AGF, intended to be defined by the BBF by November 2018, is FFS. 

14.  Service Model Dependent Key Issues

14.1  Description of KI #6: Session Management

In TS 23.501 [6], several sections describe the session management procedures required for non-roaming and roaming scenarios that need to be considered for both the FMC integration and FWA scenarios.

In TS 23.501 [6], the definitions related to "PDU session" are:

· PDU connectivity service: a service that provides exchange of PDUs between a UE and a Data Network (DN),

· PDU session: association between the UE and a Data Network that provides a PDU connectivity service,

· PDU session type: the type of PDU session, which can be IPv4, IPv6, Ethernet or Unstructured.
The IP PDU session is not different from an IP session in BBF terminology. The Ethernet PDU session is applied at Ethernet level. The unstructured PDU session can be a non-IP or a non-Ethernet based session that can represent a proprietary protocol or other type of protocol applied between the UE and DN on the user plane.
The PDU layer corresponds to the PDU carried between the UE and the DN over the PDU session. When the PDU Session Type is IPv6 the PDUs are IPv6 packets, while when the PDU session type is Ethernet the PDUs are Ethernet frames. The Data Network represents the network where the PDU are received and transmitted. The protocol over N3 is currently GTP-U as defined in 3GPP, see Figure 14‑1.
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Figure 14‑1: Integration Scenario - User Plane Protocol Stack (GTP-U at N3 reference point)
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Figure 14‑2: Integration Scenario - User Plane Protocol Stack (W-5GAN Protocol Layers at N3 reference point)

There are however, multiple ways of transporting PDU sessions between 5G-RG and UPF. Among them we identified the following ones:

1. The W-5GAN Protocol Layers are closed at W-5GAN and the PDU sessions are transported at N3 interface over GTP-U, see Figure 14‑1 (see section 14.4.1.1 for more details).
2. The W-5GAN Protocol Layers are closed at W-5GAN and the PDU sessions are transported at N3 interface over S-C/VLAN, see Figure 14‑2 (see section 14.4.1.3 for more details).
Note that the list is not exhaustive, and other options may be possible.

Moreover, the wireline access node and AGF are not represented individually, as the focus of this section is the description of PDU session and PDU layer. In addition, the W-5GAN protocol layer represents the presence of wireline specific protocols between 5G-RG and W-5GAN.

Existing Broadband deployment scenarios include the following:

1. Single VLAN per home. Bridged, Routed or Bridged/Routed (combination) RG.

2. Multiple VLANs per home (e.g. different VLAN per service per home). Bridged, Routed or Bridged/Routed (combination) RG.

3. Shared VLANs across homes (N:1). Bridged, Routed or Bridged/Routed (combination) RG.
A bridged or bridged/routed RG exposes the individual Ethernet end-system MAC addresses of devices connected to the premises network to the service edge. Current practice at a service edge (BNG) for providing service to a Bridged or Bridged/Routed RG may include any and all of the following:

A) Access controls and bandwidth management for individual MAC addressed end-stations in addition to enforcement of policies for the aggregate of devices 

B) Access controls and bandwidth management for aggregate groups of MAC addressed end-stations that are part of a tagged virtual LAN instance.

C) Access controls and bandwidth management for the aggregate of traffic from the bridged/routed RG that is served by that service edge instance which may include more than one tagged virtual LAN instance.

D) Assignment of per device IPv4 and IPv6 addresses per virtual LAN instance.

Note that A,B and C above are NOT mutually exclusive. A MAC addressed end-station may be subject to a per-MAC address policy, a per VLAN policy and per subscriber policy. 
Editor’s note: the W-5GAN User Plane Protocol stack requires further investigations.

This key issue aims to study:

1. How the PDU sessions are supported in Integration and FWA scenarios and whether current PDU session types fit the needs of FWA and of the Integration scenario.

2. Whether specific improvements and modifications are required to session management procedures defined in 3GPP TS 23.502 [6] clause 4.3 and the specific functionality of W-5GAN in case of Integration FWA scenarios.

3. What the protocol stack is for both control plane (see key issue #2) and user plane of W-5GAN.

4. How the use of Ethernet in 5GCN can be optimized:

· Study whether and how VLAN scenarios defined in TR-101 (S-VLAN, C-VLAN) [18] can be applied

· How do we support Network Enhanced Residential Gateway (NERG), defined in BBF TR-317 [30], with combined IP/Ethernet type

· Study how VLAN scenarios (S-VLAN/C-VLAN) can be either mapped to GTP or to go towards/directly to UPF

5. For the Bridge RG, study the following issues for both FWA and the Integration scenario:

· Can combined IP/Ethernet session type support address assignment where the 5GC handles Ethernet frames also act as a IP gateway (first hop router)?

· Can the 5GC identify individual devices (MAC and IP) with PDU session type Ethernet? The identification will be used for policy enforcement, QoS, and etc.

6. Study the impact of the PDU session on the involved network functions.

The PDU sessions are established upon 5G-RG request, modified upon 5G-RG and 5GC request, and released upon 5G-RG and 5GC request using NAS SM signaling exchanged over N1, between the 5G-RG and the SMF.

Editor’s note: the support of Unstructured PDU session requires further investigation

14.1.1  Discussion on PDU session types

Key questions for PDU session type and the Interworking scenario
Can we converge on one PDU session type for wireline access for the interworking scenario?

Will the session type be in common with the Integration scenario?

Discussion on a solution for PDU Session Type with the Interworking scenario:
Some datapoints to consider:

· Ethernet sessions will not be native to 3GPP devices attached to the 5G-RG. (UE relay use case)

· An Ethernet session has no mechanism to carry any meta-data to support hybrid access.

· IP sessions will not support NERG unless Ethernet is tunneled over IP via an LSL.

· Standards politics suggest that to the broader industry VLANs would be the only acceptable Ethernet session disambiguator.

PDU session types and applications
RG defined by BBF includes three main categories:

· Routed model – The RG has one dual stack IP per WAN interface. All IPv4 LAN traffic are typically NAT’ed to a WAN IPv4 address. All IPv6 LAN traffic are routed through the WAN interface.

· Bridged model – Bridges all IPv4 and IPv6 traffic from the LAN to the WAN interface.

· Routed Bridged model – The WAN IP interface is sub-divided into logical interfaces separated by VLANs. For example, HSI traffic utilize a single VLAN but IPTV utilize another VLAN because NAT is avoided for multicast.
In the routed RG model, the IP address assignment is not much different than the UE, All IPv4 address are NAT’ed to one IPv4 address and it will require one DHCPv6 IANA and DHCPv6 IAPD. The routed RG would then require one dual stack PDU session, much like UE dual stack IP service.
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Figure 14‑3: 5G UE involved in PDU session procedures
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Figure 14‑4: 5G RG involved in PDU session procedures

For Bridged type related RG model such as NERG, multiple addresses are required to serve a single subscriber. Different PDU session types supporting bridge RGs. Table 14‑1 provides a summary of how different PDU session types can support bridge RGs.

Table 14‑1: Different PDU session types supporting bridge RGs

	
	IP PDU session
	Ethernet PDU session

	Multiple devices support
	Pre-signal all PDU session- or Dynamically signal PDU session before address assignment
	Single PDU session supporting multiple devices

	Address assignment
	AGF is required requesting/signaling a PDU session per device
	 Single PDU session to support multiple device

	QoS
	 AMBR (aggregated maximum bit rate) cannot group multiple PDU sessions.
	AMBR can be applied to the single PDU session

	Connectivity speed
	All device connectivity to the 5GC must complete signaling first before IP address assignment is performed
	No signaling is required, devices have direct access to address server.


To support routed bridged model, IP PDU session will require more scaling, more memory to cache address request, and a limited QoS model. Some operators might still choose to signal an Ethernet PDU session per device; However, as shown in the table above, aggregating multiple devices within a single Ethernet PDU session can reduce scaling requirements and improve response time.
BBF would like the support of a combined IP/Ethernet PDU session type: it is a combination of Ethernet and IP PDU session type: for a combined IP/Ethernet, Ethernet and IP PDU session type, the UE exchanges with the 5GC IP packets each carried within an Ethernet frame. The 5GC delivers an IP service to the UE and to devices locally connected to the UE, while it is able to identify each of these devices by its own MAC address.
As a conclusion, different use cases require different PDU session types. The three PDU session types (IP, Ethernet and combined IP/Ethernet) are relevant and valuable for the BBF service. Therefore, the three PDU session types will be supported.
14.1.2  Discussion on a solution for PDU Session Separation and dynamic session setup
How likely is support for dynamic PDU sessions?

· For the integration scenario it is likely to be required for any services beyond internet access.

If we assume dynamic session setup is required, how do we support dynamic PDU session establishment?

Specifically, how to dynamically configure whatever method we choose for session separation between the AGF and the 5G-RG.

Background for integration scenario:

PDU session separation is the ability of the recipient at the 5G-RG or AGF to be able to disambiguate the traffic of individual sessions independently of the addressing information in the transported packets/frames.

To date for the integration scenario there have been three methods discussed for session separation. The use of VLANs, the use of distinct PPPoE sessions or the use of a shim between the Ethernet header and the PDU session traffic that encoded a local session ID as a disambiguator. The local session ID would be mapped to a specific N3 context at the AGF.

Key questions for sessions separation for the integration scenario:
· What protocol mechanism(s) will be specified to achieve session separation.

· How to support dynamic session setup whose session lifecycle is decoupled from that of the overall service.
14.1.3  Further Request to 3GPP on KI#6
For PDU session IP, the SMF supports both DHCP server and relay function for RG DHCP address assignment.  For PDU session Ethernet, 3GPP specifies that DHCP address assignment is performed by another function via N6.

To reduce the complexity of adding a network element for address assignment function.

Request to 3GPP:

1. For PDU session type combined IP/Ethernet, can the SMF be reused for address assignment to simplify the architecture?

2. Can the SMF provide the ability to assign addresses to multiple devices within a single PDU session?

3. Can we reuse existing mechanism in the SMF defined in TS 23.501 to inform the PCF about the assigned IP addresses?
For PDU session type combined IP/Ethernet, the UPF can perform anti-spoof, bridged, routed, or NAT’ed to the 5GC on each packet flow.  This will place new requirements on the N4 interface between SMF and UPF for CUPS.  (**please review: currently 3GPP only defined bridge in release 15/16)  
Currently, 5GC do not assign IP addresses to PDU session type Ethernet as specified in TS 23.501.  BBF requests to 3GPP a new combined IP/Ethernet PDU session type. This combined IP/Ethernet PDU session type must support the exchange IP packets with the Ethernet header between the UE and the 5GC. The 5GC provides IP address/prefix assignment to the UE and provide IP services to the UE.  Devices which are locally connected to the UE can be identified individually within the PDU session by MAC address.  In this type of PDU session, UE address assignment is performed by DHCPv4/v6 and SLAAC only (no NAS).
14.2  Description of KI #7: Addressing for IPv4 and IPv6

14.2.1  Network Assignment of IPv4 and IPv6 addresses

Currently, 3GPP document (TS 23.501 issue 1.5.0 [6]) provides the following ways to assign an IP address to an UE:

· When the PDU session is type IP for IPv4 or PDU type IPv4 (section 5.8.2.2.1 [6])

· Via SM NAS signaling

· Via DHCPv4, once PDU session establishes (DHCP server can be the SMF or external)

· Default-gw, subnet-mask, and DNS can be assigned from PCO (Protocol Configuration Option) or DHCPv4

· When the PDU session is type IP for IPv6 or PDU type IPv6 (section 5.8.2.2.1 [6])

· Via SLAAC prefix RA according to RFC 4861 [41]
· DHCPv6 stateless for information such as DNS, according to RFC 3736 [39]
· When the PDU session is type Ethernet (section 5.6.10.2 Note 2 [6])

· IP address allocated by the data network as an application layer

The above address assignment might be adequate for an UE but not for traditional RG. There are key differences between an UE and a RG:

1. RG typically have both a WAN side, for uplink and management, and LAN side, for home devices

a. The WAN side is typically dual stacked with an IPv4 address and an IPv6 address or prefix

i. RA (IPv6 Router Advertisement) can also be used to force RG to go through DHCPv6 process instead, specifically using the (M) flag, per RFC 5175 [42].
b. The LAN side is also dual stacked

I. The IPv4 addresses assigned are typically private IPv4 addresses which are then translated to the WAN IPv4 IP address, based on NA(P)T

II. The IPv6 prefix used for the LAN side assignment is assigned through DHCPv6 PD (Prefix Delegation). The prefix length recommended from BBF is /56.

2. The DNS for IPv6 is not limited to RFC 3736 but as well for:

a. RFC 3646 [38], natively on stateful DHCPv6 (example: with DHCPv6 NA and PD)

b. RFC 8106 [43], natively on SLAAC

The gaps between 3GPP and BBF address and DNS assignment for PDU session type IP are listed in Table 14‑2.
Table 14‑2: Key gaps between 3GPP and BBF address and DNS assignment for PDU session type IP
	
	3GPP supported
	BBF 5G-RG requirement
	Comments

	IPv4 addressing
	NAS

DHCPv4
	NAS

DHCPv4
	

	IPv6 addressing
	SLAAC
	SLAAC

DHCPv6 both NA and PD

SLAAC (M) flag support
	While a /64 SLAAC prefix is adequate for UE application (such as tethering), some operators might not want a /64 SLAAC prefix just for RG management, while preferring DHCP NA for a /128 address.

	DNS v4
	Protocol Configuration Option PCO*

DHCPv4
	PCO*

DHCPv4
	

	DNS v6
	Stateless DHCPv6
	RA option

Stateful DHCPv6

Stateless DHCPv6
	Instead of multiple DHCP requests, the DNS can be a native option in RA or stateful DHCPv6

	Default gateway IPv4
	PCO*

DHCPv4
	PCO*

DHCPv4
	

	Default gateway IPv6
	Router Advertisement
	Router Advertisement
	Requires UPF/SMF to support IPv6 Router Advertisement

	 Subnet Mask IPv4
	N/A to PCO*

Provided by DHCPv4
	N/A to PCO*

Provided by DHCPv4
	

	Options
	PCO*
	DHCPv4

SLAAC

DHCPv6
	SMF and UPF should be agnostic to address options, as they act as a proxy/relay


Note: cells colored in red in this table indicate a potential gap between BBF requirements and what is currently in 3GPP release 15.
It is assumed that for LTE core, PCO can provide a method to indicate DNS, subnet mask, and default gateway parameters. For 5GC, is PCO the correct method to retrieve DNS, subnet mask and default gateway? If not, 3GPP should inform BBF of the proper method.

If PDU type Ethernet was to support an IP gateway (see issue 6), then the SMF/UPF will be responsible for responding to DHCPv4 and DHCPv6 request message (including DNS, default gateway and subnet mask). The IP gateway will also be responsible for SLAAC address assignment (including DNS).

The above requirements will place further new requirements on SMF and UPF. As an example, 3GPP only defines the following address management mechanisms (performed by SMF)

· IPv4 address via SM NAS procedure.

· IPv4 address via DHCPv4 (aka deferred allocation)

· IPv6 WAN prefix via SLAAC (stateless address allocation).

It is very typical for an RG to use stateful address allocation for IPv6 via DHCPv6. SMF is required to support /128 IPv6 address allocation via DHCPv6 NA for the WAN on RG, and an IPv6 prefix via DHCPv6-PD for the LAN on RG. It is also possible to have an IPv4 subnet allocated to the RG for a network behind it. These capabilities require extending the interface between SMF and UPF for CUPS.

A key issue for N4, CUPS as defined in 3GPP, must also support the new requirements imposed by the integration scenario currently covered in SD-407. 

Specifically: 

· Interface between SMF and UPF for CUPS, as defined in 3GPP, must be extended to support /128 IPv6 address allocation via DHCPv6 NA, and IPv6 prefix allocation via DHCPv6-PD.  

Interface between SMF and UPF for CUPS, as defined in 3GPP, must be extended to support route behind an IPv4 RG i.e. when the SMF allocates an IPv4 subnet reachable via the IPv4 WAN addresses assigned to the RG).
14.2.2  Static Assignment of IPv4 and IPv6 addresses and Framed Routes 
It should be possible for the 5GC to provide access to a fixed enterprise site that has obtained its own IP address assignments and administers its own network numbering plan. In this case the role of the 5GC with respect to addressing is to ensure connectivity to the enterprise premises based upon the enterprise administered addresses. 
Statically assigned prefixes in an enterprise that are mirrored in access equipment are typically referred to as “framed routes”.   “Framed routes” do not need to be advertised to the UE or the premises network as these have already been administered locally. They are typically installed in a BNG in response to RADIUS AVPs returned as part of session initiation procedures. 

5GC would require analogous functionality. There does need to be a means of ensuring framed routes are reachable via the UPF from the DN associated with the PDN session.

Existing procedures provide for a static address (mask/prefix) to be stored in UDM and used for a specific UE in lieu of dynamic address assignment, but via utilizing dynamic assignment mechanisms. However, there is not a means to ensure that subnets on the premises reachable via the UE also stored in UDM and are properly advertised into the DN to facilitate reachability.    

Proposed Solution
1) UDM schema modified to include both IPv4 and IPv6 “framed routes” encoded as “prefix/mask”.
2) Information elements defined to provide for the exchange of “framed route” information on the N4 interface.

This also requires changes to 23.501 & 23.502 (edits indicated via underline and strikethrough)

In section 5.6.1 of 23.501

The SMF is responsible of checking whether the UE requests are compliant with the user subscription. For this purpose, it retrieves and requests to receive update notifications on SMF level subscription data from the UDM. Such data may indicate per DNN and, if applicable, per S-NSSAI:

-
The allowed PDU Session Types and the default PDU Session Type.

-
The allowed SSC modes and the default SSC mode.

-
QoS Information (refer to section 5.7):  the subscribed Session-AMBR, Default 5QI and Default ARP.

-
The static IP address/prefix and any framed routes.

In section 5.8.2.2.1 of 23.501
If the static IP address/prefix and any framed route information is stored in the UDM, during PDU Session Establishment procedure, the SMF retrieves this static IP address/prefix and framed route information from the UDM. If the static IP address/prefix is not stored in the UDM subscription record, it may be configured on a per-subscriber, per-DNN and per-S-NSSAI basis in the DHCP/DN-AAA server and the SMF retrieves the IP address/prefix for the UE from the DHCP/DN-AAA server. This IP address/prefix is delivered to the UE in the same way as a dynamic IP address/prefix. It is transparent to the UE whether the PLMN or the external data network allocates the IP address and whether the IP address is static or dynamic. It is assumed that the UE has been configured with any framed routes as an artifact of local administration. The SMF delivers any framed route information to the UPF to ensure coordination of routing information from DN to UE.

In Section 6.3.3 of 23.501
-
PDU Session Type (i.e. IPv4, IPv6, Ethernet Type or Unstructured Type) and if applicable, the static IP address/prefix and framed route information.
In Step 4 of 4.3.2.2.1 of 23.502


Static IP address/prefix and framed route information may be included in the subscription data if the UE has subscribed to it.
In NOTE4 of 4.3.2.2.1 of 23.502

NOTE 4:
If an IP address/prefix has been allocated before step 7 (e.g. subscribed static IP address/prefix in UDM) or the step 7 is perform after step 8, the IP address/prefix and any framed routes can be provided to PCF in step 7, and the IP address/prefix notification in this step can be skipped.

In Table 5.2.3.3.1-1 of 23.502

· Framed route(s) added as a valid field to “For each DNN in S-NSSAI level subscription data:”
14.2.3 Support for directly attached subnets
Applications exist where an FN-RG or 5G-RG may function as an ethernet bridge for all or some subset of devices in the home. In this scenario the model of assigning a host route to a single UE will not apply. Addresses from a subnet range will be assigned to the devices, and these devices will use non-3GPP procedures for addressing. This will be one or more of DHCPv4, DHCPv6 and/or SLAAC.

Three scenarios have been identified:

1) A dynamically addressed subnet with public IPv4 addresses supporting devices not using 3GPP procedures.

Address assignment to the non-3GPP devices is performed using DHCPv4.

2) A statically addressed IPv4 subnet supporting devices not using 3GPP procedures. This manifests itself as:

a. A prefix and a mask which defines the subnet the addresses are drawn from. This may be an RFC1918 private address. 

b. A start address and number of addresses which define a subset of the set of subnet addresses that are to be assigned to hosts connected to the subnet.

c. An identified default gateway address for the subnet. 

3) A dynamically addressed subnet with public IPv6 addresses supporting devices not using 3GPP procedures.

a. A subscription parameter defining the subnet prefix size SHOULD be in UDM.

Address assignment to the non-3GPP devices is performed using DHCPv6 or SLAAC.
Proposed Solution 

The proposed solution it that additional data elements be added to the data model for the Nudm_SubscriberDataManagement (SDM) Service. This would be in the form of expanding the UE address information for each DNN in the S-NSSAI level subscription data. This would potentially be in the form of:


For IPv4 and IPv6

· Subnet prefix

· Subnet mask  (note mask may appear in isolation of dynamic addressing is used)


For IPv4 only 

· Start address for allocation range,

· Number of addresses in the range

· Default gateway address

SMF procedures with respect to DHCP support would accept this information as an input into address assignment. 

14.3  Description of KI #8: Home LAN support

14.4 Service model 1 for Integration and FWA scenarios
14.4.1  Proposed Solutions  for KI #6: Session Management
14.4.1.1 Option A: User Plane Access stratum with VLAN support in W-5GAN
14.4.1.2 Option B: User Plane Access stratum with VLAN support in UPF

14.4.1.3 Option C: Solution with the introduction of a SHIM

14.4.1.4 Recommendation
14.4.2  Proposed Solutions  for KI #7: Addressing for IPv4 and IPv6
14.4.2.1 Option A
From the analysis, 3GPP IPv4 addressing (NAS and DHCPv4 support) and DNS support satisfies the BBF 5G-RG requirements. However, to support BBF IPv6 broadband services, some additional requirements are identified for 3GPP.

1. In addition to support IPv6 SLAAC, DHCPv6 is required, RFC 3315 [36] and RFC 3633 [37]
2. It should be possible to support the (M) flag on RA to trigger the 5G-RG to initiate DHCPv6 process, RFC 5175 [42]
3. In addition to support RFC 3736, RFC 3646 and RFC 8106 [43] should be supported to be able to assign IPv6 DNS through native SLAAC and stateful DHCPv6

We assume PCO can provide a method to indicate DNS, subnet mask, and default gateway.

Question to 3GPP: is PCO the correct method to retrieve DNS, subnet mask, and default gateway?

Editor Note: clarification on requirement for both PCO and DHCP - call for contribution
Key additional requirements in TS 23.501 [6] (in red)

Section 5.8.2.2.1 General
The 5GC elements and UE support the following mechanisms:

1. …

2. /64 IPv6 prefix allocation shall be supported via IPv6 Stateless Autoconfiguration according to RFC 4862 [10], if IPv6 is supported. The details of Stateless IPv6 Address Autoconfiguration are described in section 5.8.2.2.3. IPv6 parameter configuration via Stateless DHCPv6 (according to RFC 3736 [39]) and Router Advertisement Options (according to RFC 8106 [43] ) may also be supported.

3. DHCPv6 address and prefix allocation should both be supported according to RFC 3315 and RFC 3633 [37], if IPv6 is supported. It is possible to use IPv6 Router Advertisement Flags Options to trigger UE to use DHCPv6 (RFC 5175 [42]). IPv6 parameter configuration via Stateless DHCPv6 (according to RFC 3736 [14]) and stateful DHCPv6 (according to RFC 3646 ) may also be supported.
It should be possible to support a UE with a combination of IPv6 SLAAC with DHCPv6 PD.
Key requirements in TS 23.502 [7] (in red)
In general, the TS uses IPv6 prefix as a basis for UE IPv6 addressing but in relevant procedures DHCPv6 should be considered
Section 4.3.2.2.1 Non-roaming and Roaming with Local Breakout
Change to step 19 in the figure

19. SMF to UE, via UPF: In case of PDU Type IPv6, the SMF generates an IPv6 Router Advertisement and sends it to the UE via N4 and the UPF.

Add → 19. SMF to UE, via UPF: In case of the PDU Type IPv6, the SMF generates an IPv6 Router Advertisement and sends it to the UE via N4 and the UPF. The Router Advertisement might not include an autonomous address-configuration for the SLAAC prefix to allow the UE to request for IPv6 address and/or prefix through DHCPv6. The Router Advertisement might include the managed flag to force the UE to request IPv6 address and/or prefix through DHCPv6.
14.4.2.2 Option B: 
14.4.2.3 Recommendation
14.5  Service model 2 for Integration and FWA scenarios
14.5.1  Description

14.5.2  Evaluation Criteria

14.5.3  Proposed Solutions

14.5.3.1 Option A
14.5.3.2 Option B

14.5.4  Recommendation

14.6  Service model 3 for Integration and FWA scenarios
14.6.1  Description

14.6.2  Evaluation Criteria

14.6.3  Proposed Solutions  for KI #6: Session Management

14.6.3.1 Option A: User Plane Access stratum with VLAN support in W-5GAN

14.6.3.2 Option B: User Plane Access stratum with VLAN support in UPF

14.6.3.3 OPTION C: Efficient use of PDU session type Ethernet and type combined IP/Ethernet
14.6.3.4 Recommendation
14.7  Service model 1 for Interworking Scenario
14.7.1 Description

14.7.2 Evaluation Criteria

14.7.3 Proposed Solutions

14.7.3.1 Option A

14.7.3.2 Option B

14.7.4 Recommendation

14.8 Service model 2 for Interworking Scenario
14.8.1 Description

14.8.2 Evaluation Criteria

14.8.3 Proposed Solutions

14.8.3.1 Option A

14.8.3.2 Option B

14.8.4 Recommendation
14.9 Service model 3 for Interworking Scenario
14.9.1 Description

14.9.2 Evaluation Criteria

14.9.3 Proposed Solutions

14.9.3.1 Option A

14.9.3.2 Option B

14.9.4 Recommendation

14.10 Service model 1 for Hybrid Scenario
14.10.1 Description

14.10.2 Evaluation Criteria

14.10.3 Proposed Solutions

14.10.3.1 Option A

14.10.3.2 Option B

14.10.4 Recommendation

14.11 Service model 2 for Hybrid Scenario
14.11.1 Description

14.11.2 Evaluation Criteria

14.11.3 Proposed Solutions

14.11.3.1 Option A

14.11.3.2 Option B

14.11.4 Recommendation

14.12 Service model 3 for Hybrid Scenario
14.12.1 Description

14.12.2 Evaluation Criteria

14.12.3 Proposed Solutions

14.12.3.1 Option A

14.12.3.2 Option B

14.12.4 Recommendation
Annex A: Possible Migration Paths
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