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[bookmark: _Toc505951486][bookmark: _Toc521331535][bookmark: _Toc521594936]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[bookmark: REF_GSNFV002][i.1]	ETSI GS NFV 002: "Network Functions Virtualisation (NFV); Architectural Framework".
[bookmark: REF_GSNFV003][i.2]	ETSI GS NFV 003: "Network Functions Virtualisation (NFV); Terminology for main concepts in NFV".
[bookmark: REF_GSNFV004][i.3]	ETSI GS NFV 004: "Network Functions Virtualisation (NFV); Virtualisation Requirements".
[bookmark: REF_GSNFV_MAN001][i.4]	ETSI GS NFV-MAN 001: "Network Functions Virtualisation (NFV); Management and Orchestration".
[bookmark: REF_GSNFV_SWA001][i.5]	ETSI GS NFV-SWA 001: "Network Functions Virtualisation (NFV); Virtual Network Functions Architecture".
[bookmark: REF_GSNFV_REL001][i.6]	ETSI GS NFV-REL 001: "Network Functions Virtualisation (NFV); Resiliency requirements".
[bookmark: REF_GSNFV_INF001][i.7]	ETSI GS NFV-INF 001: "Network Functions Virtualisation (NFV); Infrastructure Overview".
[bookmark: REF_GSNFV_PER001][i.8]	ETSI GS NFV-PER 001: "Network Functions Virtualisation (NFV); NFV Performance & Portability Best Practices".
[bookmark: REF_GRNFV_IFA023][i.9]	ETSI GR NFV-IFA 023: "Network Functions Virtualisation (NFV); Management and Orchestration; Report on Policy Management in MANO".
[i,x]	ETSI GR NFV-EVE 012 V3.1.1, Network Functions Virtualisation (NFV) Release 3; Evolution and Ecosystem; Report on Network Slicing Support with ETSI NFV Architecture Framework
[i.y]	ETSI GS NFV-IFA013: “Network Function Virtualization (NFV); Management and Orchestration; Os-Ma-nfvo Reference Point - Interface and Information Model Specification”
[i.a]	ETSI GS NFV-IFA013: “Network Function Virtualization (NFV); Management and Orchestration; Os-Ma-nfvo Reference Point - Interface and Information Model Specification”	Comment by NFVIFA(18)000692r2: Double with previous since added by two CRs. Please handle.
[i.b]	ETSI GS NFV-IFA 005: “Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Or-Vi reference point - Interface and Information Model Specification”
[i.c]	ETSI GS NFV-IFA 007: “Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Or-Vnfm reference point - Interface and Information Model Specification”
[i.d]	ETSI GS NFV-IFA 008: “Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Ve-Vnfm reference point - Interface and Information Model Specification”
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[bookmark: _Toc505951494][bookmark: _Toc521331543][bookmark: _Toc521594944]5.1	General functional requirements for virtualised resource management
The NFV-MANO architecture shall provide support to permit service providers to partially or fully virtualise the Network Functions (NFs) needed to create, deploy and operate the services they provide. In case of partial virtualisation, performance, management and operations of the non-virtualised NFs shall not be impacted.
The NFV-MANO architecture shall enable support for network slicing. As described in ETSI GR NFV-EVE 012 [i.x], external systems managing network slices will use NFV-MANO and its capability to manage Network Services and their resources used for the network slices. Some principles how this maps to specific requirements can be found in Annex X.
The NFV-MANO architecture shall be able to support a NS composed of Physical Network Functions (PNFs) and VNFs implemented across multivendor environments.
The NFV-MANO architecture shall be able to manage NFV Infrastructure (NFVI) resources, in order to provide NSs and related VNFs and PNFs with the resources needed. Management of resources for PNFs shall be restricted to provisioning connectivity, e.g. necessary when a NS instance includes a PNF that needs to connect to a VNF.
The NFV-MANO architecture shall enable the NFVO and the VNFM to manage the virtualised resources needed for LCM of the VNFs. The NFV-MANO architecture shall enable deployments and implementations where:
the NFVO is the only FB to manage the virtualised resources needed for the LCM of the VNF (VNF-related Resource Management in indirect mode);
the VNFM is the only FB to manage the virtualised resources needed for the LCM of the VNF (VNF-related Resource Management in direct mode);
the NFVO and the VNFM, both, manage the virtualised resources needed for the LCM of the VNF.
NOTE:	This is a decision per VNFM whether it is the NFVO or the VNFM that manages the virtualised resources.
It is a deployment and implementation decision whether one option or both are deployed and implemented. All VNFs managed by one VNFM shall use the same option for virtualised resource management. The detailed requirements on the NFVO and the VNFM for each case are depicted in clauses 6.1 and 7.1.
In addition to managing the VNF-related virtualised resources as explained above, the NFV-MANO architecture shall enable the NFVO to manage the virtualised resources (i.e. network resources) that are needed for LCM of the NS(s).
Additionally, the NFV-MANO shall enable different models, per resource type, to facilitate availability of resources and to avoid resource contention. It shall be possible for the network operator, on a per NS basis, tenant basis or VNF basis, to select one of the following resource commitment models, or a combination of them:
Reservation model, where resources are committed, but not allocated, to a particular consumer or consumer type. A reservation can have one of the following types (see details in clause A.2.8):
1)	reserving a set of resources considering particular virtualised resource configurations, i.e. reserving a number of virtualised containers, virtual networks, network ports and/or storage volumes;
2)	reserving virtualised resource capacity without considering particular resource configurations, i.e. reserving virtualised resource capacity of compute, storage and network resource types.
Quota/Allowance based model, where the number of resources to be consumed by a particular consumer is limited to a defined amount or a percentage of resources; in this model, resources are committed upon demand from the consumer when a VNF or a NS is instantiated or scaled out, as long as those are within the limits established by the quota/allowance for that consumer or consumer type.
On demand, where resources are committed when a VNF or a NS is instantiated or scaled out, as long as there are available resources for consumption.
NFV-MANO shall be able to manage resources (service resources and infrastructure resources) taking in account priorities.
The permitted allowance concept should be distinguished from the quota concept:
Quota: enforced by the VIM. Quotas are usually used to prevent excessive resource consumption in the VIM by a given consumer.
Permitted allowance: maintained at NFVO level. Permitted allowances might vary in granularity (VNFM, VNF, group of VNFs, NS, etc.) and are used to control resource consumption by VNFMs in relation to the granularity associated with the permitted allowance.
The detailed requirements on the affected FBs are depicted in clauses 6.1, 7.1 and 8.2.
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[bookmark: _Toc489360692][bookmark: _Toc489533685][bookmark: _Toc489533848][bookmark: _Toc505700496]5.2	General functional requirements for multi-tenancy
Multi-tenancy can be applied to all infrastructure and service resources which can be consumed from an NFV system and managed by NFV-MANO.
NOTE 1:	The term "resource" as used in the present clause goes beyond the definition of NFV-resource as specified in the NFV Terminology document (ETSI GS NFV 003 [i.2]).
Figure 5.2-1 shows the entities relevant to multi-tenancy for any kind of resources.
[image: ]
Figure 5.2-1: Entities relevant to multi-tenancy
Each FB may act as multiple tenants on the FBs from which it uses service or infrastructure resources. A service resource e.g. a VNF can be composed from multiple virtual resources from different tenants. Figure 5.2‑2 shows an example how a VNFM may use tenants on the VIM.
EXAMPLE:	The VNF (Resource Group a) is composed out of virtual resources from Resource Group c. The virtual resources in Resource Group c are assigned to Tenant C. Thus the VNFM has to identify as Tenant C to modify the virtual resources for VNF (Resource Group a). The VNF (Resource Group b) uses virtual resources assigned to Tenant D (Resource Group d) and Tenant E. Therefore the VNFM has to identify as Tenant D or Tenant E or both to modify the virtual resources for VNF (Resource Group b).
[image: ]

Figure 5.2-2: Example of how a VNFM may use tenants on a VIM
Since multi-tenancy exists for all kinds of service and infrastructure resources which can be used from an NFV-MANO service, tenants can be grouped based in the resources they use:
A tenant to which virtual resources are assigned is referred to as an infrastructure tenant (Tenant C, D, E).
A tenant to which VNFs are assigned is referred to as a VNF tenant (Tenant A, B).
A tenant to which NSs are assigned is referred to as a NS tenant.
A resource group has different meaning for different resources which are being used:
A resource group can be a "service resource group" containing VNFs, PNFs or NSs instances.
A resource group can be an "infrastructure resource group" containing a set of virtual resources under the control of a VIM and belonging to a tenant.
The concepts of multi-tenancy is important for support of network slices in NFV. The external systems managing network slices will act as NFV MANO consumers. The resource groups can be allocated to single or multiple tenants, from the perspective of network slicing.
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[bookmark: _Toc505951498][bookmark: _Toc521331548][bookmark: _Toc521594949]6.1.1	Functional requirements for general virtualised resource management
Table 6.1.1-1: Functional requirements for general virtualised resource management
	Numbering
	Functional requirements description

	Nfvo.Gvrm.001
	The NFVO shall support orchestration of actions related to virtualised resources managed by one or more VIMs.

	Nfvo.Gvrm.002
	The NFVO shall support the capability to mitigate conflicts in resource allocation in case of conflicting resource requests.

	Nfvo.Gvrm.003
	The NFVO shall support the capability to provide deployment-specific configuration information for virtualised resources related to NS.

	Nfvo.Gvrm.00x
	The NFVO shall support the capability to consider priority information in actions related to virtualised resources.

	Nfvo.Gvrm.00y
	The NFVO shall support the capability to consider priority information while mitigating conflicts in resource allocation.

	Nfvo.Gvrm.00z
	The NFVO should support the capability to consider priority information while providing deployment-specific configurations information for virtualised resources related to NS.
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[bookmark: _Toc505951501][bookmark: _Toc521331551][bookmark: _Toc521594952]6.1.4	Functional requirements for NS-related resource management performed by the NFVO
Table 6.1.4-1: Functional requirements for VNF-related resource management performed by NFVO
	Numbering
	Functional requirements description

	Nfvo.NsRmpbNfvo.001
	The NFVO shall support the capability to issue requests to the VIM in order to allocate resources needed for the connectivity of NSs, identify current resource allocations associated with a particular NS instance, update current resources allocated to the NS instance or release resources that had been allocated to an NS instance (see note 1).

	Nfvo.NsRmpbNfvo.002
	The NFVO shall support the capability to query to the VIM about the resources that are allocated for the connectivity of the VNF Forwarding Graphs (VNFFGs) of specific NS instances.

	Nfvo.NsRmpbNfvo.003
	The NFVO shall support the capability to receive notifications of the resources that are allocated to or released from specific NS instances as well as events and relevant fault reports related to those resources (see notes 1 and 2).

	Nfvo.NsRmpbNfvo.00x
	The NFVO shall support the capability to consider the priority information when dealing with the resources.

	NOTE 1:	Resources needed for the connectivity of NSs include networks, subnets, ports, addresses, links and forwarding rules, and are used for the purpose of ensuring inter-VNF connectivity.
NOTE 2:	Events include NFVI outage and performance related events.
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[bookmark: _Toc505951502][bookmark: _Toc521331552][bookmark: _Toc521594953]6.1.5	Functional requirements for resource reservation management
Table 6.1.5-1: Functional requirements for resource reservation management
	Numbering
	Functional requirements description

	Nfvo.Rrm.001
	The NFVO shall support the capability to request creation, query, update and termination of virtualised resource reservation to corresponding VIM(s) as part of NS LCM, VNF LCM, and VNF lifecycle granting procedures, and during configuration/reconfiguration of resources in the NFVI Point of Presence(s) (NFVI-PoPs).

	Nfvo.Rrm.002
	The NFVO shall support the capability to consider affinity/anti-affinity rules for resource reservation management.

	Nfvo.Rrm.003
	[bookmark: OLE_LINK74][bookmark: OLE_LINK75][bookmark: OLE_LINK78][bookmark: OLE_LINK79]The NFVO shall support the capability to receive change notification regarding to virtualised resource reservation.

	Nfvo.Rrm.004
	When a resource reservation model is used, the NFVO shall support the capability to provide to VNFM resource reservation identification information.

	Nfvo.Rrm.00x
	The NFVO shall support the capability to consider NS instance priorities for virtualised resource reservation.
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[bookmark: _Toc505951511][bookmark: _Toc521331561][bookmark: _Toc521594962]6.2.1	Functional requirements for VNF lifecycle management
Table 6.2.1-1: Functional requirements for VNF lifecycle management
	Numbering
	Functional requirements description

	Nfvo.VnfLcm.001
	The NFVO shall support the capability to process notifications about VNF lifecycle change.

	Nfvo.VnfLcm.002
	The NFVO shall support the capability of granting of the LCM requests.

	Nfvo.VnfLcm.003
	The NFVO shall support the capability to validate the lifecycle operation requests submitted to it, using information specified in the VNF Package.

	Nfvo.VnfLcm.004
	The NFVO shall support the capability to request changing the state of a VNF instance (see note 1).

	Nfvo.VnfLcm.005
	When NFVO is the consumer of the VNF LCM operation, the NFVO shall support the capability to query the status of the ongoing LCM operation.

	Nfvo.VnfLcm.006
	The NFVO shall support the capability to query information about a VNF instance.

	Nfvo.VnfLcm.007
	The NFVO shall support the capability to request the creation and deletion of the identifier of a VNF instance.

	Nfvo.VnfLcm.008
	The NFVO shall support the capability to request VNFM to conduct error handling operation(s) after the VNF life cycle operation occurrence fails(see notes 2 and 3).

	Nfvo.VnfLcm.00x
	The NFVO shall support the capability to consider NS instance priorities while granting of the VNF LCM requests

	NOTE 1:	Change state refers to start and stop a VNF instance/VNF Component (VNFC) instances(s). These operations are complementary to instantiate/create a VNF or terminate a VNF.
NOTE 2:	It is up to the protocol design stage to design the detail error handling operation(s).
NOTE 3:	It depends on the VNF capabilities and is declared in the VNFD whether and how the operation(s) are supported by a particular VNF.
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[bookmark: _Toc505951516][bookmark: _Toc521331567][bookmark: _Toc521594968]6.3.1	Functional requirements for NS lifecycle management
Table 6.3.1-1: Functional requirements for NS lifecycle management
	Numbering
	Functional requirements description

	Nfvo.NsLcm.001
	The NFVO shall ensure the integrity of data related to the NS instances (e.g. descriptors, software images, records, etc.) against loss and corruption from hardware/software failures and against tampering with such data by unauthorized parties.

	Nfvo.NsLcm.002
	The NFVO shall support the capability to use the deployment information from the NSD for the NS LCM.

	Nfvo.NsLcm.003
	The NFVO shall support the capability to notify about the following events related to NS lifecycle changes:
The start of the lifecycle procedure.
The end and the result of the lifecycle procedure.

	Nfvo.NsLcm.004
	The NFVO shall support the capability to execute scheduled NS lifecycle operations.

	Nfvo.NsLcm.005
	The NFVO shall support the capability to manage the connectivity between the VNFs, nested NS(s) and PNF(s) that are part of the NS.

	Nfvo.NsLcm.006
	The NFVO shall support the capability to provide the status of a NS LCM operation in response to a request.

	Nfvo.NsLcm.00x
	The NFVO shall support the capability to consider priority information while executing scheduled NS lifecycle operations.
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[bookmark: _Toc505951518][bookmark: _Toc521331569][bookmark: _Toc521594970]6.3.3	Functional requirements for NS scaling
Table 6.3.3-1: Functional requirements for NS scaling
	Numbering
	Functional requirements description

	Nfvo.NsS.001
	The NFVO shall support the capability to manage the expansion of a NS instance (see note 1).

	Nfvo.NsS.002
	The NFVO shall support the capability to manage the contraction of a NS instance (see note 2).

	Nfvo.NsS.003
	The NFVO shall support the capability to request to scale a VNF instance as part of the expansion/contraction of a NS instance.

	Nfvo.NsS.004
	The NFVO shall support the capability to evaluate the impact on NS instance(s) it manages when scaling needs to be performed on a component instance (i.e. a VNF or nested NS) shared or not.

	Nfvo.NsS.00x
	The NFVO shall support the capability to consider NS instance priorities while evaluating NS expansion.

	Nfvo.NsS.00x+1
	The NFVO may support the capability to consider NS instance priorities while evaluating NS contraction.

	NOTE 1:	Expansion can either be performed by increasing the number of the existing VNF instance(s) or expansion of the existing VNF instance(s).
NOTE 2:	Contraction can either be performed by decreasing the number of the existing VNF instance(s) or contraction of the existing VNF instance(s).
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[bookmark: _Toc521331591][bookmark: _Toc521594992]6.17	Functional requirements for management of network services in a multiple administrative domain environment
Table 6.17-1: Functional requirements for management of network services in a multiple administrative domain environment
	Numbering
	Functional requirements description

	Nfvo.Madm.001
	The NFVO shall support the capability to invoke NS lifecycle operation granting towards the NFVO in another administrative domain.

	Nfvo.Madm.002
	The NFVO shall support the capability to receive invocations of NS lifecycle operation granting from the NFVO in another administrative domain.

	Nfvo.Madm.003
	The NFVO shall support the capability to invoke the instantiation of a nested NS towards the NFVO in another administrative domain.

	Nfvo.Madm.004
	The NFVO shall support the capability to invoke the scaling of a nested NS towards the NFVO in another administrative domain.

	Nfvo.Madm.005
	The NFVO shall support the capability to invoke the healing of a nested NS towards the NFVO in another administrative domain.

	Nfvo.Madm.006
	The NFVO shall support the capability to query information related to a nested NS from the NFVO in another administrative domain.

	Nfvo.Madm.007
	The NFVO shall support the capability to request the creation and deletion of the identifier of a nested NS from the NFVO in another administrative domain.

	Nfvo.Madm.008
	The NFVO shall support the capability to invoke the termination of a nested NS towards the NFVO in another administrative domain.

	Nfvo.Madm.009
	The NFVO shall support the capability to reject a request from an NFVO in another administrative domain to terminate a NS if this NS is in use or if determined by network service provider’s policies.

	Nfvo.Madm.010
	The NFVO shall support the capability to identify that an instance of an NS that it manages is no longer used as a constituent nested NS of a composite NS managed by itself or by other NFVO in other administrative domains. See note.

	Nfvo.Madm.011
	The NFVO shall support the capability to receive NS lifecycle change notifications related to a nested NS from the NFVO in another administrative domain.

	Nfvo.Madm.012
	The NFVO shall support the capability to query information related to a NSD from the NFVO in another administrative domain.

	Nfvo.Madm.013
	The NFVO shall support the capability to receive notifications about alarms and fault information related to a nested NS from the NFVO in another administrative domain.

	Nfvo.Madm.014
	The NFVO shall support the capability to request PM jobs operations and receive performance management information related to a nested NS from the NFVO in another administrative domain.

	Nfvo.Madm.0xx
	The NFVO shall support the capability to consider NS instance priorities while granting NS lifecycle operations from the NFVO in another administrative domain.

	Nfvo.Madm.0xx+1
	The NFVO shall support the capability to use NS instance priority information while invoking the instantiation or scaling of a nested NS towards the NFVO in another administrative domain.

	NOTE: 	By knowing whether an instance of an NS is in use, the NFVO can determine whether to terminate the NS instance and delete its NS identifier according to the network service provider’s policies.
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6.x	Functional requirements related to the support for network slicing

Table 6.x-1: Functional requirements related to the support for network slicing
	Numbering
	Functional requirements description

	Nfvo.Slice.001
	The NFVO shall support the capability to manage NS instances, taking into account priorities

	Nfvo.Slice.002
	The NFVO shall support the capability to take in account NS instance priorities during all operations of resource management. 

	Nfvo.Slice.003
	The NFVO shall support the capability to take in account NS instance priorities during all lifecycle management operations
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[bookmark: _Toc505951632][bookmark: _Toc505951795]Annex D (informative):
NFV as enabler for Network Slicing
[bookmark: _Toc505951633][bookmark: _Toc505951796]D.1	Introduction
Editor’s Note: following text should be added after any other existing text in the Network Slicing Annex.

Clause D.2 introduces use cases related to Network Slicing support.
[bookmark: _Toc505951634][bookmark: _Toc505951797]D.2	Use cases
[bookmark: _Toc505951635][bookmark: _Toc505951798]D.2.1	Use case for creating a NS instance for a Network Slice
[bookmark: _Toc505951636][bookmark: _Toc505951799]D.2.1.1	Introduction
The goal of the use case is to support the creation of a network slice via the NS construct, in order to allocate the necessary virtualised resources for the network slice instance. 

[bookmark: _Toc505951637][bookmark: _Toc505951800]The Network Slice Management Function of the consumer has determined that an NS instance is required for the creation of a Network Slice instance. In this use case the NS instance creation is based on an NSD that was already on-boarded with the NFVO. 
The tenant/consumer information is retained in the NS instance runtime information.

NOTE: This scenario applies the same in the case of Network Subnet Slice, as it is transparent to the NFVO how the consumer uses the NS instance.
NOTE1: The Consumer may decide to reuse the NS instance for another network slice instance(s), or network subnet instance(s) that have identical resources and SLA requirements, but this is transparent to NFVO.
NOTE2: this use case covers also the case where the exposure of the NS instance to other tenants is handled via the single Consumer tenant (hence the other tenants would be transparent to MANO).

D.2.1.2	Trigger
Table D.2.1.2-1 describes the use case trigger.
Table D.2.1.2-1: Network Service created for Network Slicing, trigger base flow#1

	Trigger
	Description

	BF#1
	The OSS requests the NFVO to instantiate a NS using NSD-a.



D.2.1.3. Actors and roles

Table D.2.1.3-1 describes the use case actors and roles.
Table D.2.1.3-1: Network Service created for Network Slicing, actors and roles

	#
	Actor
	Description

	1
	NFVO
	NFVO, manages the NS instance that cannot be shared


	2
	Consumer (tenant)
	OSS, or other management system that provide Network Slicing Management Functions



D.2.1.4. Pre-conditions
Table D.2.1.4-1 describes the pre-conditions.
Table D.2.1.4-1: Network Service created for Network Slicing, pre-conditions

	#
	Pre-condition
	Description

	1
	The Consumer requires for the network slice, virtual resources of one or more VNFs, the connectivity between them and their connectivity with one or more PNFs, which are all part of an existing NSD-a that is on-boarded in the NFVO. 
	

	2
	NFV-MANO (VIM, NFVO and VNFM) is running.
	



D.2.1.5. Post-conditions
Table D.2.1.5-1 describes the post-conditions for base flow #1 (i.e. BF#1).
Table D.2.1.5-1: Network Service created for Network Slicing, post-conditions for base flow #1

	#
	Post-condition
	Description

	1
	The NS instance is in INSTANTIATED state and can further be lifecycle managed by the NFVO. 

	

	2
	The Consumer is aware of the NS instance identifier and its INSTANTIATED state 

	


D.2.1.6. Operational Flows
Table D.2.1.6-1 describes the base flow #1 (BF#1) for the NS instance that is created and instantiated by a Consumer for purposes of using it as a building block for a network slice, or for a network subnet slice.
Table 5.2.6-1: Network Service created for Network Slicing, base flow #1.1
	#
	Flow
	Description

	1
	Consumer -> NFVO
	The NFVO receives a request from the consumer to create a NS instance identifier based on NSD-a.

Interface - Os-Ma-nfvo

	2
	NFVO
	The NFVO performs the steps described in [i.y] Clause 7.3.2. “Create NS instance identifier operation” to create the NS instance identifier.


	3
	NFVO ->Consumer
	The NFVO returns the NS instance Id to the Consumer.

Interface – Os-Ma-nfvo

	4
	Consumer -> NFVO
	The NFVO receives a request from the consumer to instantiate the NS instance.

Interface - Os-Ma-nfvo

	5
	NFVO
	The NFVO instantiates the NS instance as described in [i.y] Clause 7.3.3.” Instantiate NS operation.

	6
	NFVO ->Consumer
	The NFVO returns to the Consumer upon successful result the lifecycleOperationOccurrenceId.

Interface – Os-Ma-nfvo

	7
	NFVO -> Consumer 
	NFVO sends the “start” Lifecycle Change Notification as per NsLifecycleChangeNotification in [i.y] Clause 8.3.2.2. 

Interface – Os-Ma-nfvo

	8
	NFVO -> Consumer
	Upon successful, as well as the unsuccessful, completion of the operation, the NFVO sends the “result” Lifecycle Change Notification to the consumer.

Interface – Os-Ma-nfvo



D.2.2	NS instance sharing between Network Slices and tenants
The goal of the use case is to support sharing of resources between network slices with matching and sufficient resource requirements as expressed in the NSD, which is realized via sharing of the same NS instance.
The consumer (tenant) X has determined that an existing NS instance, used by tenant X as part of a network slice instance A, also fulfils the resource requirements for another network slice instance B. 
The network slice instance B may belong to the same tenant X, or it may belong to a tenant Y that is handled by the consumer/tenant X.
The main tenant/consumer information (e.g. identity for tenant X) is retained by NFVO in the NS instance runtime information.

There are several NS sharing scenarios addressed:
1) The network slice instance B belongs to the same consumer (tenant) X as network slice instance A. 
a) In this case the NFVO is aware of the consumer X as the owner tenant for the NS instance, but it would not need to be privy to the information on the usage of the NS instance by the consumer/tenant X (i.e. if used for one or many network slice instances or network subnet slice instances).
i. The use cases for this network slicing scenario are not new to MANO but are based on regular NS LCM operations as described in [i.y]. 

2) The network slice instance B belongs to a different consumer (tenant) Y, but the resource sharing aspects with other tenants such as tenant Y, are handled by consumer X (e.g. OSS).  
a) In this case the NFVO is unaware of the various tenants handled by X, and only interacts with consumer X as the sole tenant for the NS instance. 
i. The use cases for this network slicing scenario are not new to MANO but are based on regular NS LCM operations as described in [i.y]. 


D.2.3	Use case NS scaling
D.2.3.1	Introduction
The goal of the use case is to demonstrate, using the example of scaling, how LCM operations of a NS instance can be affected by priorities.

D.2.3.2	Trigger
Table D.2.3.2-1 describes the use case trigger.
Table D.2.3.2-1: Network Service Scaling, base flow

	Trigger
	Description

	BF#1
	Scaling operations can be triggered by OSS (Consumer/tenant/owner of the NS instance)

	BF#2
	Scaling operations can be triggered by NFVO decisions, e.g. policy enforcement.

	BF#3
	NFVO may receive a grant scaling request from the VNFM



D.2.3.3. Actors and roles
Table D.2.3.3-1 describes the use case actors and roles.
Table D.2.3.3-1: Network Service scaling, actors and roles

	#
	Actor
	Description

	1
	NFVO
	NFVO receives the trigger for a scaling operation (BF#1) or itself triggers the LCM operation (BF#2)


	2
	Consumer (tenant)
	OSS, or other management system that provide Network Slicing Management Functions, can trigger scaling.

	3
	LCM providing FB 
(e.g. VIM, VNFM, WIM, NFVO)
	Depending on the type of service resource, life cycle including scaling is managed by different functional blocks of the NFV reference architecture:
· NFVI resources are managed by the VIM
· VNFs are managed by the VNFM
· VL between NFVI-PoPs are managed by a WIM
· Nested NSs are managed by another NFVO.

	4
	VNFM
	The VNFM may receive a scaling request from the EM or VNF as described in [i.d] (IFA008, Clause 7.2.4) or take an auto-scale decision.



D.2.3.4. Pre-conditions
Table D.2.3.4-1 describes the pre-conditions.
Table D.2.3.4-1: Network Service scaling, preconditions

	#
	Pre-condition
	Description

	1
	The NS instance is in INSTANTIATED state and can be lifecycle managed by the NFVO. 
	

	2
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	3
	Priority and other constraints are defined for the NS instance
	



D.2.3.5. Post-conditions
Table D.2.3.5-1 describes the post-conditions for base flow #1 (i.e. BF#1).
Table D.2.3.5-1: Network Service scaling, postconditions
	#
	Post-condition
	Description

	1
	The scaling operation has been performed on the NS instance and the new configuration/status has been reached.
	

	2
	The Consumer is aware of the scaling of the NS instance. 
	


D.2.3.6. Operational Flows
Table D.2.3.6-1 describes the base flow #1 (BF#1) for the NS instance that is created and instantiated by a Consumer for purposes of using it as a building block for a network slice, or for a network subnet slice.
Table D.2.3.6-1: Network Service scaling, base flow #1
	#
	Flow
	Description

	1
	Consumer -> NFVO
	The scaling operations is requested by the consumer (tenant) of the NS instance
The consumer provides parameters as described in [i.a] (IFA013, Clause 7.3.4.2).

	2
	NFVO
	NFVO checks whether the scaling request is valid.

	3
	NFVO
	The NFVO evaluates the necessary resources/VNFs, analysing whether LCM on the affected service resources can be allowed. This includes check against the models of virtualised resource management described in clause 5.1, in particular whether the priority of the NS instance in relation to other pending operations allows immediate or deferred execution of the scaling operation.

	4
	NFVO -> LCM providing FB
	The NFVO triggers the necessary operations on the affected service resources / nested NSs. These operations may include:
· Allocation/release of NFVI resources via a VIM
· LCM operations on VNFs via a VNFM
· LCM operations on a VL via a VIM or WIM
· LCM operations on a nested NS via an NFVO 


	5
	LCM providing FB
	Perform the scaling

	6
	LCM providing FB -> NFVO
	Notify the NFVO about completion of the scaling operation, e.g.:
- VNFM would send VnfLcmOperationOccurrenceNotification to NFVO to indicate completion of the operation as described in [i.c] (IFA007, clause 8.6.2).
- VIM would send one of the resource change notifications mentioned in [i.b] (IFA005, clause 5.3.8).

	7
	NFVO -> Consumer
	Upon successful, as well as the unsuccessful, completion of the operation, the NFVO sends the NS LCM Operation Occurrence Notification as described in [i.a] (IFA013, Clause 7.3.4.3).



Table D.2.3.6-2: Network Service scaling, base flow #2
	#
	Flow
	Description

	1
	NFVO
	The scaling operations is triggered by an internal decision of the NFVO

	2
	NFVO
	NFVO checks whether the scaling request is valid.

	4
	NFVO -> Consumer 
	NFVO sends the “start” Lifecycle Change Notification as described in [i.a] (IFA013, Clause 7.3.4.3).

	3
	NFVO
	The NFVO evaluates the necessary resources/VNFs, analysing whether LCM on the affected service resources can be allowed. This includes check against the models of virtualised resource management described in clause 5.1, in particular whether the priority of the NS instance in relation to other pending operations allows immediate or deferred execution of the scaling operation.

	4
	NFVO -> LCM providing FB
	The NFVO triggers the necessary operations on the affected service resources / nested NSs. These operations may include:
· Allocation/release of NFVI resources via a VIM
· LCM operations on VNFs via a VNFM
· LCM operations on a VL via a VIM or WIM
· LCM operations on a nested NS via an NFVO 

	5
	LCM providing FB
	Perform the scaling

	6
	LCM providing FB -> NFVO
	Notify the NFVO about completion of the scaling operation, e.g.:
- VNFM would send VnfLcmOperationOccurrenceNotification to NFVO to indicate completion of the operation as described in [i.c] (IFA007, clause 8.6.2).
- VIM would send one of the resource change notifications mentioned in [i.a] (IFA005, clause 5.3.8).

	7
	NFVO -> Consumer
	Upon successful, as well as the unsuccessful, completion of the operation, the NFVO sends the “result” Lifecycle Change Notification to the consumer as described in [i.a] (IFA013, Clause 7.3.4.3).




Table D.2.3.6-3: Network Service scaling, base flow #3
	#
	Flow
	Description

	1
	VNFM -> NFVO
	The VNFM may receive a scaling request from the EM or VNF as described in [i.d] (IFA008, Clause 7.2.4) or take an auto-scale decision.

	2
	VNFM
	VNFM checks whether the scaling request is valid.

	3
	VNFM -> NFVO
	VNFM sends a Grant VNF Lifecycle Operation operation to NFVO as described in [i.c] (IFA007, Clause 6.3.2).

	4
	NFVO
	NFVO checks whether the granting request is valid.

	5
	NFVO -> Consumer 
	NFVO sends the “start” Lifecycle Change Notification as described in [i.a] (IFA013, Clause 7.3.4.3) to the tenant of the using NS, in case of network slicing typically a network slicing management function in the OSS.

	6
	NFVO
	The NFVO evaluates the necessary resources/VNFs, analysing whether LCM on the affected service resources can be allowed. This includes check against the models of virtualised resource management described in clause 5.1, in particular whether the priority of the NS instance in relation to other pending operations allows immediate or deferred execution of the scaling operation.

	7
	NFVO -> VNFM
	NFVO replies to VNFM with the GrantVnfLifecycleOperationResponse as described in [i.c] (IFA007, clause 6.3.2.1).

	8
	VNFM
	Performs the scaling

	9
	VNFM -> NFVO
	VNFM sends a VnfLcmOperationOccurrenceNotification to NFVO to indicate completion of the operation as described in [i.c]  (IFA007, clause 8.6.2).

	10
	NFVO -> Consumer
	Upon successful, as well as the unsuccessful, completion of the operation, the NFVO sends the “result” Lifecycle Change Notification to the consumer as described in [i.a] (IFA013, Clause 7.3.4.3).



D.2.4	Use case: Re-instantiation of multiple NS instances with different priorities after NFVI failure
D.2.4.1	Introduction
The goal of the use case is to demonstrate how priorities as introduced for network slicing can help when re-establishing service by re-instantiating multiple NS instances. Such situation can happen for instance after a failure of an NFVI PoP.

D.2.4.2	Trigger
Table D.2.4.2-1 describes the use case trigger.
Table D.2.4.2-1: Re-instantiation of multiple NS instances with different priorities after NFVI failure, trigger

	Trigger
	Description

	Start re-instantiation
	The re-instantiation can be triggered by the consumer or by an automatic decision in NFVO, e.g. via a policy.






D.2.4.3. Actors and roles
Table D.2.4.3-1 describes the use case actors and roles.
Table D.2.4.3-1: Re-instantiation of multiple NS instances with different priorities after NFVI failure, actors and roles

	#
	Actor
	Description

	1
	NFVO
	NFVO 

	2
	Consumer
	OSS, or other management system, e.g. network slice management
The consumer acts as tenant for the instantiated network services.

	3
	VNFM
	VNFM in charge of the VNF instances that need to be re-instantiated



D.2.4.4. Pre-conditions
Table D.2.4.4-1 describes the pre-conditions.
Table D.2.4.4-1: Re-instantiation of multiple NS instances with different priorities after NFVI failure, preconditions

	#
	Pre-condition
	Description

	1
	Multiple NS instances that were in INSTANTIATED state transit to the NOT_INSTANTIATED state due to the resources they use being lost and thus need to be re-instantiated (i.e. NS healing is not possible).
	

	2
	Priority and other constraints are defined for the NS instances
	It is assumed that the NS instances are defined with different priority values. Nested NS instances usually have the same priority as the parent NS, although it is not necessary.
If multiple NSs have the same priority, there need to be other ways to decide which NS to instantiate. This is out of scope for this use-case.

	3
	NFV-MANO (VIM, NFVO and VNFM) is still running after the NFVI failure (or has been already re-established).
	

	4
	The decision has been made that NS instances need to be re-instantiated. The set of NS instances to be re-instantiated may be different to the set of NS instances impacted by the outage
	In some configurations, there might be another set of NS instances or VNFs available that could replace the failed ones. This use case assumes that fallback to another set of VNF instances in another NFVI-PoP is not possible.

	5
	The consumer already has been notified about the NFVI failure and the affected NS instances, VNFs etc.
	



D.2.4.5. Post-conditions
Table D.2.4.5-1 describes the post-conditions for base flow #1 (i.e. BF#1).
Table D.2.4.5-1: Re-instantiation of multiple NS instances with different priorities after NFVI failure, base flow #1, post-conditions

	#
	Post-condition
	Description

	1
	The NS instances have been re-instantiated
	



Table D.2.4.5-2 describes the post-conditions for base flow #2 (i.e. BF#2).
Table D.2.4.5-2: Re-instantiation of multiple NS instances with different priorities after NFVI failure, post-conditions

	#
	Post-condition
	Description

	1
	The NS instances with higher priority have been re-instantiated.
	In case of no resource shortage these are all NS instances required.

	2
	The consumer is notified which NS instances were successfully instantiated
	Failures during the re-instantiation are out of scope for this use case.

	3
	In case of resource shortage some NS instances could not be re-instantiated
	It is assumed that due to the NFVI failure, there are not enough resources available to re-instantiate all the required NS instances.

	4
	The consumer is notified which NS instances were not instantiated
	


D.2.4.6. Operational Flows
Depending on resource need and availability different flows are possible:
Table D.2.4.6-1: Re-instantiation of multiple NS instances with different priorities after NFVI failure, base flows

	Trigger
	Description

	BF#1
	Due to an NFVI failure, the resources used by the constituents of multiple NS instances are lost and these NSs need to be re-instantiated. The order in which these resources are re-instantiated follows the priorities of the NS instances using them.

	BF#2
	Due to an NFVI failure, the resources used by the constituents of multiple NS instances are lost and these NSs need to be re-instantiated, but the available resources are not sufficient to re-instantiate all NS instances. 
The priority is used to decide which NS instances are instantiated.

	Note: In many cases, NFVO can instantiate the NS instances with priority higher than a certain value. In some cases however, the next NS instance to be instantiated might have high resource need while the need of lower priority NS instances could still be satisfied. The decision for this case is out of scope for this use case.



Table D.2.4.6-2 describes the base flow #1 (BF#1) for re-instantiation after NFVI failure, when the available resources are sufficient for all NS instances affected by the NFVI failure.

Table D.2.4.6-2: Re-instantiation of multiple NS instances with different priorities after NFVI failure, base flow #1
	#
	Flow
	Description

	1
	Trigger to start re-instantiation
	The re-instantiation can be triggered by the consumer or by an automatic decision in NFVO, e.g. via a policy.

	2
	NFVO
	NFVO evaluates the list of NS instances are to be re-instantiated.

	3
	NFVO
	NFVO triggers the necessary operations to get the NS constituents re-instantiated, starting with the NS instance with higher priority. This includes requesting the VNFM to re-instantiate the constituent VNFs.
See Note.

	4
	NFVO -> Consumer
	As soon as an NS instance is re-instantiated, NFVO sends a notification to its tenant.

	NOTE: The operations are identical to the first instantiation.



Table D.2.4.6-3 describes the base flow #2 (BF#2) for re-instantiation after NFVI failure, when the available resources are not sufficient for all NS instances affected by the NFVI failure. The first 4 steps are identical to BF#1.

Table D.2.4.6-3: Re-instantiation of multiple NS instances with different priorities after NFVI failure, base flow #2
	#
	Flow
	Description

	1
	Trigger to start re-instantiation
	The re-instantiation can be triggered by the consumer or by an automatic decision in NFVO, e.g. via a policy.

	2
	NFVO
	NFVO evaluates the list of NS instances to be re-instantiated.

	3
	NFVO
	NFVO triggers the necessary operations to get the NS constituent re-instantiated, starting with the NS instance with higher priority. 
See Note 1.

	4
	NFVO -> Consumer
	As soon as an NS instance is re-instantiated, NFVO sends a notification to its tenant

	5
	NFVO
	At a certain point, NFVO will detect that available resources are not sufficient for the instantiation of the next NS instance. Thus it has to abandon the re-instantiation of the remaining NS instances.
See Note 2.

	6
	NFVO -> Consumer
	NFVO sends a notification to the tenants of the NS instances that could not be re-instantiated.

	NOTE 1: The operations are identical to the first instantiation.
NOTE 2:	In many cases, NFVO can instantiate the NS instances with priority higher than a certain value. In some cases however, the next NS instance to be instantiated might have high resource need while the need of lower priority NS instances could still be satisfied. The decision for this case is out of scope for this use case.





*** END OF CHANGES APPLICABLE TO IFA010 ***
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