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	Reason for change:
	Introduce eIAB to TS 38.340 by caputuring the following RAN2 and RAN3 agreements:

- after RAN2#115-e meetig:

RAN2 to support type-2/3 RLF indication (FFS specified behavior(s) TS impact, FFS details).

Type-2 RLF indication may be used to trigger local rerouting.

Local rerouting can be triggered by indication of hop-by-hop flow control.

A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.

For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.

Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.

As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.

As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.

- after RAN3#113-e meetig:

RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.

RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.

FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.

RAN3 assumes that the boundary node has only one BAP address in each topology.

RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.

For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit. 

- after RAN2#116-e meetig:

For triggering condition of type-2 indication by a single-connected node, initiation of RRC re-establishment is a sufficient condition to trigger type-2 indication.

Type 2 indication by dual-connected node is triggered when the node initiates RRC re-establishment resulting from BH RLF on both CGs or BH RLF on MCG with no fast MCG recovery.

FFS if Type 2 indication by dual-connected node can be triggered when the node detects BH RLF on any BH and it cannot perform re-routing for affected traffic (if agreed see R2-2111539 for more details)

Upon reception of type-2 indication, the node should perform local re-routing if possible.  

To agree that the following terms are used:

Type-2:  “BH RLF detection indication”, 

Type-3: “BH RLF recovery indication” , and

Type-4: FFS whether “BH RLF recovery failure indication” or existing name “BH RLF indication”

Go with B, including the following: 

If BAP address matches, deliver to upper layer;

Else:

- If routing ID matches rewriting table, perform the header rewriting;

- perform routing and mapping to BH RLC CH.

For downstream, the boundary node is able to identify/differentiate the traffic routed from inter-topology vs. the traffic routed from intra-topology, based on the ingress link.

For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:

The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).

(This requires that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link.)

Perform the header rewriting based on the configured rewriting table, and then perform routing and mapping to BH RLC CH.

For upstream at the boundary node, for any received data from lower layer:

We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer. 

The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.

For upstream, The pre-condition/criteria of “BAP header rewriting for re-routing” is that there is no available next hop found based on BAP routing ID and based on BAP address in the routing table (e.g. due to BH RLF, congestion or type2 indication, etc.), as in R16.

Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS



	
	

	Summary of change:
	Add followings NOTEs to allow IAB to trigger local rerouting in case of receiving type 2 RLF indication or flow control feedback, in 5.2.1.3.

NOTE x:
An egress link is not considered to be available [for a BAP routing ID], upon receiving BH RLF detection indication on the link. An egress link is considered to be available again [for a BAP routing ID], upon receiving BH RLF recovery indication on the link.  

NOTE y: An egress link may be not considered to be available for a [BAP routing ID and/or BH RLC channel], if it is determined as congested based on the received flow control feedback, as defined in sub-clause 5.3.1.

Introduce Control PDU for BH RLF detection indication in 6.2.3.x and 6.3.7, for type 2 RLF indication, and its tranmission and reception in 5.4;

Introduce Control PDU for BH RLF recovery indication in 6.2.3.y and 6.3.7, for type 3 RLF indication, and its tranmission and reception in 5.4;

Introduce congestion determination in 5.3.1, based on the configured threshold.

Introduce the inter-donor-DU re-routing, after the BAP header rewriting, in 5.2.1.3.

Introdcue the “BAP header rewriting operation” in 5.2.x, which may be commonly used by inter-donor-DU re-routing, inter-CU (re)-routing.

Impact analysis
Impacted functionality:
Local re-routing, BAP control PDU, BAP header rewritting



	
	

	Consequences if not approved:
	eIAB is not correctly specified in TS 38.340.
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References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 38.300: "NG Radio Access Network; Overall description".

[3]
3GPP TS 38.331: "NR Radio Resource Control (RRC); Protocol Specification".

[4]
3GPP TS 38.322: "NR Radio Link Control (RLC) protocol specification".

[5]
3GPP TS 38.473: "NG-RAN F1 application protocol (F1AP) protocol specification".

[6]
3GPP TS 38.401: "NG-RAN; Architecture description".

3
Definitions of terms, symbols and abbreviations

3.1
Terms

For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

BH RLC channel: an RLC channel between two nodes, which is used to transport backhaul packets, as defined in TS 38.300 [2].

Boundary IAB-node: an IAB-node with one RRC interface terminating at a different IAB-donor-CU than the F1 interface, as defined in TS 38.401 [6]. 



Egress BH RLC channel: a BH RLC channel on which a packet is transmitted by a node.

Egress link: a radio link on which a packet is transmitted by a node.

IAB-donor: as defined in TS 38.300 [2].

IAB-donor-DU: as defined in TS 38.401 [6].

IAB-node: as defined in TS 38.300 [2].

Ingress BH RLC channel: a BH RLC channel on which a packet is received by a node.
Ingress link: a radio link on which a packet is received by a node.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

BH
Backhaul

DSCP
Differentiated Services Code Point

IAB
Integrated Access and Backhaul

MT
Mobile Termination

TEID
Tunnel Endpoint Identifier

4
General

4.1
Introduction

The present document describes the functionalities of BAP.
4.2
Architecture

4.2.1
BAP structure

Figure 4.2.1-1 represents one possible structure for the BAP sublayer; it should not restrict implementation. The figure is based on the radio interface protocol architecture defined in TS 38.300 [2].


[image: image1.emf] 


Figure 4.2.1-1: BAP layer, structure view

The BAP sublayer is configured by upper layers TS 38.331 [3] and TS 38.473 [5].

4.2.2
BAP entities

On the IAB-node, the BAP sublayer contains one BAP entity at the MT function and a separate collocated BAP entity at the DU function. On the IAB-donor-DU, the BAP sublayer contains only one BAP entity. Each BAP entity has a transmitting part and a receiving part.

NOTE: The modelling of BAP entities does not restrict internal implementation of IAB-nodes, i.e. the exact modelling of BAP sublayer may vary for different IAB-node implementations.

The transmitting part of the BAP entity has a corresponding receiving part of a BAP entity at the IAB-node or IAB-donor-DU across the BH link.

Figure 4.2.2-1 shows one example of the functional view of the BAP sublayer. This functional view should not restrict implementation. The figure is based on the radio interface protocol architecture defined in TS 38.300 [2].

In the example of Figure 4.2.2-1, the receiving part on the BAP entity delivers BAP PDUs to the transmitting part on the collocated BAP entity. Alternatively, the receiving part may deliver BAP SDUs to the collocated transmitting part. When passing BAP SDUs, the receiving part removes the BAP header and the transmitting part adds the BAP header with the same BAP header content as carried on the BAP PDU header prior to removal. Passing BAP SDUs in this manner is therefore functionally equivalent to passing BAP PDUs, in implementation. The following specification therefore refers to the passing of BAP Data Packets.

Besides, BAP entity generates, delivers/receives BAP Control PDU(s) as described in clause 6.1.2. BAP Control PDU can only be exchanged between peer BAP entities across the BH link.
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Figure 4.2.2-1. Example of functional view of BAP sublayer

Editor's Note:
 FFS how to capture the BAP header rewriting in the figure.
4.3
Services

4.3.1
Services provided to upper layers

The following services are provided by the BAP sublayer to upper layers:

-
data transfer.

4.3.2
Services expected from lower layers

A BAP sublayer expects the following services from lower layers per RLC entity (for a detailed description see TS 38.322 [4]):

-
acknowledged data transfer service;

-
unacknowledged data transfer service.

4.4
Functions

The BAP sublayer supports the following functions:

-
Data transfer;

-
Determination of BAP destination and path for packets from upper layers;

-
Determination of egress BH RLC channels for packets routed to next hop;

-
Routing of packets to next hop;
-
BAP header rewriting;
-
Differentiating traffic to be delivered to upper layers from traffic to be delivered to egress link;

-
Flow control feedback and polling signalling;

-
BH RLF related indications;

4.5
Configurations

The configuration of the BAP entity includes:

-
The IAB-node's BAP address via RRC.

-
The IAB-donor-DU's BAP address via F1AP.
-
Mapping from next hop BAP address to downstream egress link via F1AP.

-
Mapping from next hop BAP address to upstream egress link via RRC.

-
Mapping from upper layer traffic to BAP routing ID in BAP header via F1AP and RRC.

-
The BAP routing entries via F1AP.

-
Mapping to egress BH RLC channels via F1AP and RRC.

-
Flow control feedback type(s) to be provided, if any, via RRC.

BH RLC channels are configured via RRC on the IAB-MT, and via F1AP on the IAB-DU/IAB-donor-DU.

For F1AP configurations, the following mapping, which are derived from the original F1AP signaling, are used in procedure:

-
Uplink Traffic to Routing ID Mapping Configuration.

-
Downlink Traffic to Routing ID Mapping Configuration.

-
BH Routing Configuration.

-
BH RLC Channel Mapping Configuration.

-
Uplink Traffic to BH RLC Channel Mapping Configuration.

-
Downlink Traffic to BH RLC Channel Mapping Configuration.

Editor's Note:
 Further new configuration is to be added (e.g. Header Rewrittign
 Configuration)
5
Procedures

5.1
BAP entity handling

5.1.1
BAP entity establishment

When upper layers request establishment of a BAP entity, the node shall:

-
establish a BAP entity;

-
follow the procedures in clause 5.

5.1.2
BAP entity release

When upper layers request release of a BAP entity, the node shall:

-
release the BAP entity and the related BAP configurations.

5.2
Data transfer

5.2.1
Transmitting operation

5.2.1.1
General

The transmitting part of the BAP entity on the IAB-MT can receive BAP SDUs from upper layers and BAP Data Packets from the receiving part of the BAP entity on the IAB-DU of the same IAB-node, and construct BAP Data PDUs as needed (see clause 4.2.2). The transmitting part of the BAP entity on the IAB-DU can receive BAP Data Packets from the receiving part of the BAP entity on the IAB-MT of the same IAB-node, and construct BAP Data PDUs as needed (see clause 4.2.2). The transmitting part of the BAP entity on the IAB-donor-DU can receive BAP SDUs from upper layers, and construct BAP Data PDUs as needed (see clause 4.2.2).

Upon receiving a BAP SDU from upper layers, the transmitting part of the BAP entity shall:

-
select a BAP address and a BAP path identity for this BAP SDU in accordance with clause 5.2.1.2;

-
construct a BAP Data PDU by adding a BAP header to the BAP SDU, where the DESTINATION field is set to the selected BAP address and the PATH field is set to the selected BAP path identity, in accordance with clause 6.2.2;

When the BAP entity has a BAP Data PDU to transmit, the transmitting part of the BAP entity shall:

-
perform the BAP header rewriting operation in accordance with clause 5.2.x, if the data
 is considered for BAP header rewriting

 by the receiving part of the collocated BAP entity;






-
perform routing to determine the egress link in accordance with clause 5.2.1.3;

-
determine the egress BH RLC channel in accordance with clause 5.2.1.4;

-
submit this BAP Data PDU to the selected egress BH RLC channel of the selected egress link.

NOTE:
Data buffering on the transmitting part of the BAP entity, e.g., until RLC-AM entity has received an acknowledgement, is up to implementation. In case of BH RLF, the transmitting part of the BAP entity may reroute the BAP Data PDUs, which has not been acknowledged by lower layer before the BH RLF, to an alternative path in accordance with clause 5.2.1.3.

5.2.1.2
BAP routing ID selection

5.2.1.2.1
BAP routing ID selection at IAB-node
At an IAB-node, for a BAP SDU received from upper layers and to be transmitted in upstream direction, the BAP entity performs mapping to a BAP address and BAP path identity based on:

-
Uplink Traffic to Routing ID Mapping Configuration, which is derived from F1AP on the IAB-node in TS 38.473 [5],

-
defaultUL-BAP-RoutingID, which is configured by RRC on the IAB-node in TS 38.331[3].

Each entry of the Uplink Traffic to Routing ID Mapping Configuration contains:

-
a traffic type specifier, which is indicated by UL UP TNL Information IE for F1-U packets and Non-UP Traffic Type IE for non-F1-U packets in TS 38.473 [5], and

-
a BAP routing ID, which includes a BAP address and a BAP path identity, indicated by BAP Routing ID IE in BH Information IE in TS 38.473 [5].

At the IAB-node, for a BAP SDU received from upper layers and to be transmitted in upstream direction, the BAP entity shall:

-
if the Uplink Traffic to Routing ID Mapping Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BAP-RoutingID by RRC:

-
select the BAP address and the BAP path identity as configured by defaultUL-BAP-RoutingID in TS 38.331 [3] for non-F1-U packets;

-
else:

-
for the BAP SDU encapsulating an F1-U packet:
-
select an entry from the Uplink Traffic to Routing ID Mapping Configuration with its traffic type specifier corresponds to the destination IP address and TEID of this BAP SDU;

-
for the BAP SDU encapsulating a non-F1-U packet:
-
select an entry from the Uplink Traffic to Routing ID Mapping Configuration with its traffic type specifier corresponds to the traffic type of this BAP SDU;

-
select the BAP address and the BAP path identity from the BAP routing ID in the entry selected above;
NOTE:
Uplink Traffic to Routing ID Mapping Configuration may contain multiple entries for F1-C traffic. It is up to IAB node's implementation to decide which entry is selected.

5.2.1.2.2
BAP routing ID selection at IAB-donor-DU
For a BAP SDU received from upper layer at the IAB-donor-DU, the BAP entity performs mapping to a BAP address and a BAP Path identity based on:

-
Downlink Traffic to Routing ID Mapping Configuration, which is derived from IP-to-layer-2 traffic mapping Information List IE configured on the IAB-donor-DU in TS 38.473 [5].

Each entry of the Downlink Traffic to Routing ID Mapping Configuration contains:
-
a destination IP address, which is indicated by Destination IAB TNL Address IE in IP header information IE, including an IPv4 address or IPv6 address or an IPv6 address prefix,

-
an IPv6 flow label, if configured, which is indicated by IPv6 Flow Label IE in IP header information IE,

-
a DSCP, if configured, which is indicated by DSCP IE in DS Information List IE in IP header information IE, and

-
a BAP routing ID, which is indicated by BAP Routing ID IE in BH Information IE in TS 38.473 [5].

At the IAB-donor-DU, for a BAP SDU received from upper layers and to be transmitted in downstream direction, the BAP entity shall:

-
for the BAP SDU encapsulating an IPv6 packet:

-
select an entry from the Downlink Traffic to Routing ID Mapping Configuration which fulfils the following conditions:
-
the Destination IP address of this BAP SDU matches the destination IP address in this entry; and

-
the IPv6 Flow Label of this BAP SDU matches IPv6 flow label in this entry if configured; and

-
the DSCP of this BAP SDU matches DSCP in this entry if configured;

-
for the BAP SDU encapsulating an IPv4 packet:

-
select an entry from the Downlink Traffic to Routing ID Mapping Configuration which fulfils the following conditions:
-
the Destination IP address of this BAP SDU matches the destination IP address in this entry; and

-
the DSCP of this BAP SDU matches DSCP in this entry if configured;

-
select the BAP address and the BAP path identity from the BAP routing ID in the entry selected above;

5.2.1.3
Routing

The BAP entity performs routing based on:

-
the BH Routing Configuration derived from an F1AP message as specified in TS 38.473 [5].

Each entry of the BH Routing Configuration contains:

-
a BAP Routing ID consisting of a BAP address and a BAP path identity, which is indicated by BAP Routing ID IE, and

-
a Next Hop BAP Address which is indicated by Next-Hop BAP Address IE.

For a BAP Data PDU to be transmitted, BAP entity shall:

-
if the BAP Data PDU corresponds to a BAP SDU received from the upper layer, and

-
if the BH Routing Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BH-RLC-Channel by RRC:

-
select the egress link on which the egress BH RLC channel corresponding to defaultUL-BH-RLC-Channel is configured as specified in TS 38.331 [3] for non-F1-U packets;

-
else if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available



:

-
select the egress link corresponding to the Next Hop BAP Address of the entry;

NOTE 1:
An egress link is not considered to be available if the link is in BH RLF.

NOTE 2:
For each combination of a BAP address and a BAP path identity, there should be at most one entry in the BH Routing Configuration. There could be multiple entries of the same BAP address in the BH Routing Configuration.
-
else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;

-
select the egress link corresponding to the Next Hop BAP Address of the entry selected above;

-
else if the Header Rewriting Configuration [for re-routing] is configured







 and at least one egress link is available:

-





perform 

the BAP header rewriting operation in accordance with clause 5.2.x;

-
if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select the egress link corresponding to the Next Hop BAP Address of the entry;


Editor's Note:
 FFS if the above “Header Rewriting Configuration [for re-routing] is configured” should be changed as “if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, whose BAP path identity of Previous Routing ID matches the PATH field”.

Editor's Note:
 FFS if anything needs to be added/modified to ensure the header rewriting is only performed once for inter-donor-DU re-routing. For upstream at the boundary node, it is FFS on whether to merge the BAP header rewriting operations/steps for inter-topology routing and inter-topology re-routing.





Editor's Note:
 FFS if anything additional is required for inter-CU re-routing and inter-CU routing. The above is to be confirmed/revised after RAN2 make clear agreements for all the cases for header rewriting.
Editor's Note:
 FFS if it should be added like “NOTE x: An egress link is not considered to be available [for a BAP routing ID], upon receiving BH recovering indication on the link." or other decriptions
 to implemeant the local re-routing triggred by type2 indciation
. 


Editor's Note:
 FFS if BAP routing ID granularity is supported for local rerouting triggered by type2 indciation
.
Editor's Note:
 FFS if it should be added like “NOTE y: An egress link may be not considered to be available for a [BAP routing ID and/or BH RLC channel], if it is determined as congested based on the received flow control feedback, as defined in sub-clause 5.3.1.” or other decriptions
 to implemeant
 the local re-routing triggred
 by flow control feedback. 
Editor's Note:
 FFS on granularity for local rerouting triggered by flow control feedback.
5.2.1.4
Mapping to BH RLC Channel

5.2.1.4.1
Mapping to BH RLC Channel for BAP Data Packets from collocated BAP entity at IAB-node
For a BAP Data Packet received from the collocated BAP entity, the transmitting part of the BAP entity performs mapping to an egress BH RLC channel based on:

-
BH RLC Channel Mapping Configuration, which is derived from BAP layer BH RLC channel mapping Information List IE, and optionally together with the Configured BAP address IE and the BH RLC Channel to be Setup/Modified List IE, as configured on the IAB-node in TS 38.473 [5],
Each entry of the BH RLC Channel Mapping Configuration contains:

-
an ingress link ID, which is indicated by Prior-Hop BAP Address IE, or by the Configured BAP address IE in UE-associated F1AP message for upstream,
-
an egress link ID, which is indicated by Next-Hop BAP Address IE, or by the Configured BAP address IE in UE-associated F1AP message for downstream,

-
an ingress BH RLC channel ID, which is indicated by Ingress BH RLC CH ID IE, or by the BH RLC CH ID IE in UE-associated F1AP message for upstream, and,
-
an egress BH RLC channel ID, which is indicated by Egress BH RLC CH ID IE, or by the BH RLC CH ID IE in UE-associated F1AP message for downstream.
For a BAP Data PDU received from an ingress BH RLC channel of an ingress link and for which the egress link has been selected as specified in clause 5.2.1.3:

-
if there is an entry in the BH RLC Channel Mapping Configuration, whose ingress BH RLC channel ID matches the BAP Data PDU's ingress BH RLC channel, whose ingress link ID matches the BAP Data PDU's ingress link, and whose egress link ID corresponds to the selected egress link;

-
select the egress BH RLC channel corresponding to egress BH RLC channel ID of this entry;

-
else:

-
select any egress BH RLC channel on the selected egress link;

Editor's Note:
 FFS how to capture the bearer mapping at the boundary IAB-node (also FFS if the current spec already support the bearer mapping at boundary IAB-node for inter-CU routing).
5.2.1.4.2
Mapping to BH RLC Channel for BAP SDUs from upper layers at IAB-node
For a BAP SDU received from upper layers at the IAB-node, the BAP entity performs mapping to an egress BH RLC channel based on:

-
Uplink Traffic to BH RLC Channel Mapping Configuration, which is derived from F1AP message, configured on the IAB-node in TS 38.473 [5],

-
defaultUL-BH-RLC-Channel, which is configured by RRC on the IAB-node in TS 38.331[3].

Each entry of the Uplink Traffic to BH RLC Channel Mapping Configuration contains:

-
a traffic type specifier, which is indicated by UL UP TNL Information IE for F1-U packets or Non-UP Traffic Type IE for non-F1-U packets in TS 38.473 [5],
-
an egress link ID, which is indicated by Next-Hop BAP address IE in BH Information IE in TS 38.473 [5], and
-
an egress BH RLC channel ID, which is indicated by BH RLC CH ID IE in BH Information IE in TS 38.473 [5].
For a BAP SDU received from upper layers at the IAB-node and to be transmitted in upstream direction, whose egress link has been selected as specified in clause 5.2.1.3, the BAP entity shall:

-
if the Uplink Traffic to BH RLC Channel Mapping Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BH-RLC-Channel by RRC:

-
select the egress BH RLC channel corresponding to defaultUL-BH-RLC-Channel configured in TS 38.331 [3] for non-F1-U packets;

-
else:

-
for the BAP SDU encapsulating an F1-U packet:
-
if there is an entry in the Uplink Traffic to BH RLC Channel Mapping Configuration with its traffic type specifier corresponds to the destination IP address and TEID of this BAP SDU and its egress link ID corresponding to the selected egress link;

-
select the egress BH RLC channel corresponding to the egress BH RLC channel ID of this entry;

-
else:

-
select any egress BH RLC channel on the selected egress link;

-
for the BAP SDU encapsulating a non-F1-U packet:

-
if there is an entry from the Uplink Traffic to BH RLC Channel Mapping Configuration with its traffic type specifier corresponds to the traffic type of this BAP SDU and its egress link ID corresponding to the selected egress link;

-
select the egress BH RLC channel corresponding to the egress BH RLC channel ID of this entry;

-
else:

-
select any egress BH RLC channel on the selected egress link;

NOTE:
Uplink Traffic to BH RLC Channel Mapping Configuration may contain multiple entries for F1-C traffic. It is up to IAB node's implementation to decide which entry is selected, but the selected entry has to match the BAP routing ID selected in 5.2.1.2.1, i.e. BAP routing ID and BH RLC channel must be derived from the same BH Information IE.

5.2.1.4.3
Mapping to BH RLC Channel at IAB-donor-DU
For a BAP SDU received from upper layers at the IAB-donor-DU, the BAP entity performs mapping to an egress BH RLC channel based on:

-
Downlink Traffic to BH RLC Channel Mapping Configuration, which is derived from IP-to-layer-2 traffic mapping Information List IE , and optionally together with the Configured BAP address IE and the BH RLC Channel to be Setup/Modified List IE, as configured on the IAB-donor-DU in TS 38.473 [5].

Each entry of the Downlink Traffic to BH RLC Channel Mapping Configuration contains:

-
a destination IP address, which is indicated by Destination IAB TNL Address IE in IP header information IE including an IPv4 address or IPv6 address or an IPv6 address prefix,

-
an IPv6 flow label, if configured, which is indicated by IPv6 Flow Label IE in IP header information IE,

-
a DSCP, if configured, which is indicated by DSCP IE in DS Information List IE in IP header information IE,

-
an egress link ID, which is indicated by Next-Hop BAP Address IE in BH Information IE, or by the Configured BAP address IE in UE-associated F1AP message, and
-
an egress BH RLC channel ID, which is indicated by Egress BH RLC CH ID IE in BH Information IE, or by the BH RLC CH ID IE in UE-associated F1AP message.
At the IAB-donor-DU, for a BAP SDU received from upper layers and to be transmitted in downstream direction, whose egress link has been selected as specified in clause 5.2.1.3, the BAP entity shall:

-
for the BAP SDU encapsulating an IPv6 packet:

-
if there is an entry in the Downlink Traffic to BH RLC Channel Mapping Configuration with its egress link ID corresponding to the selected egress link, and the entry fulfils the following conditions:

-
the Destination IP address of this BAP SDU matches the destination IP address in this entry; and

-
the IPv6 Flow Label of this BAP SDU matches IPv6 flow label in this entry if configured; and

-
the DSCP of this BAP SDU matches DSCP in this entry if configured:

-
select the egress BH RLC channel corresponding to egress BH RLC channel ID of this entry;

-
else:

-
select any egress BH RLC channel on the selected egress link;

-
for the BAP SDU encapsulating an IPv4 packet:

-
if there is an entry in the Downlink Traffic to BH RLC Channel Mapping Configuration with its egress link ID corresponding to the selected egress link, and the entry fulfils the following conditions:

-
the Destination IP address of this BAP SDU matches the destination IP address in this entry; and

-
the DSCP of this BAP SDU matches DSCP in this entry if configured:

-
select the egress BH RLC channel corresponding to egress BH RLC channel ID of this entry;

-
else:

-
select any egress BH RLC channel on the selected egress link;

5.2.2
Receiving operation

Upon receiving a BAP Data PDU from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:

-
if DESTINATION field of this BAP Data PDU matches the BAP address of this node, which is configured by the IAB-donor providing this ingress BH RLC channel configuration [(i.e. the one of ingress toplogy)] :








-
remove the BAP header of this BAP Data PDU and deliver the BAP SDU to upper layers;

-
else
:

-
for the receiving part of the BAP entity at the IAB-DU of boundary IAB-node, if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, and 

whose BAP path identity of Previous Routing ID matches the PATH field (as specified in sub-clause 5.2.X) or;

-
for the receiving part of the BAP entity at the IAB-MT of boundary IAB-node, if the ingress link is [SCG]:

-
consider the BAP Data Packet for BAP header rewriting


;



-
deliver the BAP Data Packet to the transmitting part of the collocated BAP entity.

Editor's Note:
 FFS whether the [SCG] is sufficient to identify the ingress link for inter-topology migration/topology redundancy/RLF recovery, including considering the case of SN as F1-terminating node.




Editor's Note:
 The determination of header rewriting can be revised, if RAN2 agree to capture it as TX operation.
Editor's Note:
 FFS how to reflect the R3 agreement “RAN3 assumes that the boundary node has only one BAP address in each topology.” (e.g. some clarification on “BAP address of this node”).
Editor's Note:
 FFS on whether/how to reflect the R2 agreement “(This requires that traffic not terminated at the boundary node should not use the BAP address in header same as the boundary node BAP address configured in the topology of the ingress link.).” 

5.2.x
BAP header rewriting operation

Editor's Note:
 This section can be used to capture how to perform BAP header rewriting, which can be used for the inter-CU routing, inter-CU re-routing 


and inter-donor-DU re-routing cases. The need/place/details of this section are to be confirmed/revised after RAN2 make clear agreements for all the cases for header rewriting.
The BAP entity performs BAP header rewriting based on:

-
the Header Rewriting Configuration derived from an F1AP message as specified in TS 38.473 [5].

Each entry of the Header Rewriting Configuration contains:

-
a Previous Routing ID consisting of a BAP address and a BAP path identity of the BAP Data PDU, which is indicated by FFS IE, and

-
a New Routing ID  consisting of a BAP address and a BAP path identity of the BAP Data PDU, which is indicated by FFS IE.

Editor's Note:
 The details of Header Rewriting Configuration can be revised with any potentional new agreement.
For a BAP Data PDU to be considered for BAP header rewritting
, the BAP entity shall:

-
if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, whose BAP path identity of Previous Routing ID matches the PATH field:

-
replace the BAP header of this BAP Data PDU, where the DESTINATION field is reset to the leftmost 10 bits of New Routing ID of the entry (i.e. BAP address), and the PATH field is reset to the rightmost 10 bits of New Routing ID of the entry (i.e. BAP path identity).


Editor's Note:
 FFS if and how the Header Rewriting Configuration is different for UL and DL, based on the R3 agreement “For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.”

Editor's Note:
 FFS if the Header Rewriting Configurations are separated for inter-CU routing, inter-CU re-routing and inter-donor-DU re-routing.
5.3
Flow control

5.3.1
Flow control feedback

5.3.1.x
Transmitting operation

For a link, the BAP entity at the IAB-MT shall:

-
when a flow control feedback is triggered due to the buffer load exceeding a certain level, or

-
when a BAP Control PDU for flow control polling is received at the receiving part, the transmitting part of this BAP entity shall:

-
construct a BAP Control PDU for flow control feedback per BH RLC channel, if configured by RRC, in accordance with clause 6.2.3;

-
construct a BAP Control PDU for flow control feedback per BAP routing ID, if configured by RRC, in accordance with clause 6.2.3;

-
if the egress BH RLC channel for the BAP Control PDU is configured as specified in TS 38.473 [5]:

-
submit the BAP Control PDU(s) to the configured egress BH RLC channel of the egress link, indicated by Egress BH RLC CH ID IE in BH Information IE associated with Non-UP Traffic Type IE set to BAP control PDU in TS 38.473 [5];

-
else:
-
submit the BAP Control PDU(s) to any egress BH RLC channel of the egress link.

NOTE:
The BH RLC channel(s) and BAP routing ID(s) to be included in the flow control feedback is up to IAB node implementation, once triggered.

5.3.1.y
Receiving operation

For a link, the BAP entity at the IAB-DU or IAB-donor-DU may:

-
if the available buffer size as indicated by the received BAP Control PDU for flow control feedback per BAP routing ID
 is less than the [congestedThreshold-r17], if configured:

-
consider the BH link as congested for this BAP routing ID
 (for rerouting purpose defined in accordance with clause 5.2.1.3




).

Editor's Note:
 FFS if the per BH RLC channel level link congestion should also be determined for local rerouting.
5.3.2
Flow control polling

When a flow control polling is to be transmitted over an egress link, the transmitting part of the BAP entity at the IAB-DU or IAB-donor-DU:

-
construct a BAP Control PDU for flow control polling in accordance with clause 6.2.3:

-
if the egress BH RLC channel for the BAP Control PDU is configured as specified in TS 38.473 [5]:

-
submit this BAP Control PDU to the configured egress BH RLC channel of the egress link, indicated by BH RLC CH ID IE which is associated with BAP Control PDU Channel IE that is set to true in TS 38.473[5];

-
else:
-
submit this BAP Control PDU to any egress BH RLC channel of the egress link.

5.4
BH RLF related indications

5.4.1
Transmitting operation

When a BH RLF recovery failure is detected at the IAB-MT, for each egress link associated with the IAB-DU, the transmitting part of the collocated BAP entity at the IAB-DU may:

-
construct a BAP Control PDU for BH RLF 

indication in accordance with clause 6.2.3.3;
[When the condition1 is met], the transmitting part of the collocated BAP entity at the IAB-DU may:

-
construct a BAP Control PDU for BH RLF detection indication in accordance with clause 6.2.3.x;

[When the condition2 is met], the transmitting part of the collocated BAP entity at the IAB-DU may:

-
construct a BAP Control PDU for BH RLF recovery indication in accordance with clause 6.2.3.y;

For any contructed
 BAP Control PDU, the BAP entity shall:
-
if the egress BH RLC channel for the BAP control PDU is configured as specified in TS 38.473 [5]:

-
submit this BAP Control PDU to the configured egress BH RLC channel of the egress link, indicated by BH RLC CH ID IE which is associated with BAP Control PDU Channel that is set to true in TS 38.473 [5];

-
else:
-
submit this BAP Control PDU to any egress BH RLC channel of the egress link.

Editor's Note:




 The exact condition to send the Type2 and Type3 indications is still FFS.

Editor's Note:
 The exact content and how to construct the Type2 and Type3 indications is still FFS.
Editor’s NOTE: Type-4: FFS whether “BH RLF recovery failure indication” or existing name “BH RLF indication”
5.4.2
Receiving operation

Upon receiving a BAP Control PDU for BH RLF indication from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:

-
indicate to upper layers that the BH RLF indication has been received for the ingress link where this BAP Control PDU is received.

Upon receiving a BAP Control PDU for BH RLF detection indication from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:

-




consider the BH link 



not to be available, where this BAP Control PDU is received (for rerouting purpose defined in accordance with clause 5.2.1.3). [FFS for routing ID level].

Upon receiving a BAP Control PDU for BH RLF recovery indication from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:

-
consider the BH link to be available 
again, where this BAP Control PDU is received (for rerouting purpose defined in accordance with clause 5.2.1.3). [FFS for routing ID level].

Editor's Note:
 The exact information indicated to upper layer upon receiving Type2 and Type3 indications is still FFS.
Editor’s NOTE: FFS whether “BH RLF recovery failure indication” or existing name “BH RLF indication”.
5.5
Handling of unknown, unforeseen, and erroneous protocol data

When a BAP Data PDU that contains a BAP address which is not included in the configured BH Routing Configuration and is not the BAP address of this node is received; or when a BAP Control PDU that contains reserved or invalid values is received the BAP entity shall:

-
discard the received BAP PDU.

6
Protocol data units, formats, and parameters

6.1
Protocol data units

6.1.1
Data PDU

The BAP Data PDU is used to convey one of the following in addition to the PDU header:

-
upper layer data.

6.1.2
Control PDU

The BAP Control PDU is used to convey one of the following in addition to the PDU header:

-
flow control feedback per BH RLC channel;

-
flow control feedback per BAP routing ID;

-
flow control polling;

-
BH RLF related indications;

6.2
Formats
6.2.1
General

A BAP PDU is a bit string that is byte aligned (i.e. multiple of 8 bits) in length. The formats of BAP PDUs are described in clause 6.2.2, 6.2.3 and their parameters are described in clause 6.3.

6.2.2
Data PDU
Figure 6.2.2-1 shows the format of the BAP Data PDU.
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Figure 6.2.2-1: BAP Data PDU format

6.2.3
Control PDU
6.2.3.1
Control PDU for flow control feedback

Figure 6.2.3.1-1 and 6.2.3.1-2 show the formats of the BAP Control PDU for flow control feedback.
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Figure 6.2.3.1-1: BAP Control PDU format for flow control feedback per BH RLC channel
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Figure 6.2.3.1-2: BAP Control PDU format for flow control feedback per BAP routing ID

6.2.3.2
Control PDU for flow control polling

Figure 6.2.3.2-1 shows the formats of the BAP Control PDU for flow control polling.
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Figure 6.2.3.2-1: BAP Control PDU format for flow control feedback polling

6.2.3.3
Control PDU for BH RLF indication

Figure 6.2.3.3-1 shows the format of the BAP Control PDU for BH RLF indication.
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Figure 6.2.3.3-1: BAP Control PDU format for BH RLF indication

6.2.3.x
Control PDU for BH RLF detection indication

Figure 6.2.3.x-1 shows the format of the BAP Control PDU for BH RLF detection indication.
Figure 6.2.3.x-1: BAP Control PDU format for BH RLF detection indication

Editor's Note:
 The granularity and content of this control PDU is still FFS.

6.2.3.y
Control PDU for BH RLF recovery indication

Figure 6.2.3.y-1 shows the format of the BAP Control PDU for BH RLF recovery indication.
Figure 6.2.3.y-1: BAP Control PDU format for BH RLF recovery indication

Editor's Note:
 The granularity and content of this control PDU is still FFS.

6.3
Parameters

6.3.1
General
If not otherwise mentioned in the definition of each field, the bits in the parameters shall be interpreted as follows: the left most bit string is the first and most significant and the right most bit is the last and least significant bit.

Unless otherwise mentioned, integers are encoded in standard binary encoding for unsigned integers. In all cases the bits appear ordered from MSB to LSB when read in the PDU.

6.3.2
DESTINATION

Length: 10 bits.

This field carries the BAP address of the destination IAB-node or IAB-donor-DU.

6.3.3
PATH

Length: 10 bits.

This field carries the BAP path identity.

6.3.4
Data

Length: Variable

This field carries the BAP SDU (i.e. IP packet).

6.3.5
R

Length: 1 bit

Reserved. In this version of the specification reserved bits shall be set to 0. Reserved bits shall be ignored by the receiver.
6.3.6
D/C

Length: 1 bit

This field indicates whether the corresponding BAP PDU is a BAP Data PDU or a BAP Control PDU.

Table 6.3.6-1: D/C field

	Bit
	Description

	0
	BAP Control PDU

	1
	BAP Data PDU


6.3.7
PDU type

Length: 4 bits

This field indicates the type of control information included in the corresponding BAP Control PDU.

Table 6.3.7-1: PDU type

	Bit
	Description

	0000
	Flow control feedback per BH RLC channel

	0001
	Flow control feedback per BAP routing ID

	0010
	Flow control feedback polling

	0011
	BH RLF indication

	0100
	BH RLF detection indication

	0101
	BH RLF recovery indication

	0110-1111
	Reserved


6.3.8
BH RLC channel ID

Length: 16 bits.

This field indicates the identity of the BH RLC channel whose flow control information is provided in the flow control feedback.

6.3.9
BAP Routing ID
Length: 20 bits.

This field indicates BAP routing identity, for which the flow control information is provided in the flow control feedback. It contains the BAP address in the leftmost 10 bits and the BAP path identity in the rightmost 10 bits.

6.3.10
Available Buffer Size

Length: 24 bits.

This field indicates the maximum traffic volume the transmitter should send. The unit is kilobyte.

End of Change
RAN3 agreement at R3#114 meeting:


“Boundary IAB-node: an IAB-node with one RRC interface terminating at a different IAB-donor-CU than the F1 interface. This definition applies to partial migration and inter donor redundancy and inter donor RLF recovery.”


RAN3 has included this definition in 38.401.


BAP use this terminology to determine some specific behaviour. It is better to clarify the definition by just reading the BAP spec. See the update.


Rewriting


Suggest to change to “BAP data PDU” according to the context.


Editorial suggestion.


I thought we normally use “consider” in RAN2 spec. Let’s hear more companies’ view on this:


Consider->designate


This running CR uses the modelling: RX to dermine “to be rewritten” in UL and DL, and TX to perform the header rewriting. [To unified the UL and DL as much as possible].





If you have difference view on the modelling, please clarify your argument why the current modelling is incorrect. 


We are yet not certain if BAP header rewriting can be decided in the RX part. For inter-donor-DU re-routing, header rewriting can only be applied if there is no re-routing possible based on the packet’s BAP address. This can only be decided during the routing operation, which takes place in the TX part.





We further don’t see a benefit to split rewriting-decision and rewriting execution to different BAP parts.





For re-routing, it is deteremined by the “TX routing funcation” part See 5.2.1.3. This section is only about the rewriting for inter-topology routing.





Please see the reason I gave in the RX part:


“PLEASE NOTE:


For UL, RX has to use the header rewriting table checking in order to dertemine “to be rewritten”.


For DL, RX has to use the “ingress link + not delivered to upper layer” as agreed to dermine “to be rewritten.””


We agree with Qualcomm that it requires further discussion whether the BAP header rewriting is determined in the RX part. For the UL, whether BAP header rewriting should be applied or not may depend on UL conditions that only the TX part is aware of. Also for the downstream, it is not clear yet why the RX part should be involved, since the ingress link can be considered in the TX part as well, similar to the BH RLC channel mapping configuration, in which the ingress link and the ingress BH RLC channel are only considered under the TX operations.


If we leave the RX operations untouched, everything will still work fine and the specification/implementation will be much simpler.





So we propose have an FFS on that, e.g. “FFS if the receiving part of the collocated BAP entity should be involved.”


Basically, we don’t want to mix up between header rewriting for inter-toplogy routing and header rewriting for inter-donor-DU re-routing. 


We understand that this part is only for inter-topology routing and header rewriting should be performed before routing operation, so we are fine with this change. 


We also think this part is not related to header rewriting for inter-donor-DU re-routing because header rewriting for inter-donor-DU re-routing would be determined during routing operation and this can be specified in the routing section. 


For RX/TX part, we don’t have strong view on this, but are ok to have FFS if majority want it. 


@Ericsson, the intension is to make UL and DL unified.





I added one EN in the RX operation 5.2.2, to clarify this RX only determination modelling can be revised if any agreement.


This should only be applied if there is NO header rewriting due to inter-topology transport. This needs to be added, otherwise you look into the wrong routing table.


This is still FFS whether we have separate routing tables.


In next meeting, we will figure it out whether the routing entry should indicate the toplogy info.





If you still have concern, I can add one EN on this.


We can leave it as it is for the moment.





We also prefer to not touch this part at this moment.


Comments are welcome on whether we should replace this with:


“if there is an entry in the Header Rewriting Configuration whose BAP address of Previous Routing ID matches the DESTINATION field, whose BAP path identity of Previous Routing ID matches the PATH field”


Prefer the more explicit alternative, as suggested by the rapporteur. ‘Header rewriting configuration is configured’ on its own does not imply whether and in what cases the rewriting will take place.


Let's hear more views on this.


We also prefer the explicit alternative as in comment.


We believe that for the time being the current text is ok. We can introduce further clarifications later on if needed.





Same view as Ericsson. We can clarify this part after making more details later, e.g., separate configriaion for conceated traffic or non-concated traffic, etc.


The present form is fine. However, we should add “.. if the Header Rewriting Configuration for UL re-reouting is configured….”. This is necessary since there may abe header rewriting configurations for inter-topology transport but you cannot use them for UL re-routing.


Capture this as EN


Please NOTE as to the leftover FFS from last metting on “FFS: egress link selection is performed before or after header rewriting (can be discussed in running CR).”


Rapporteur understand the only differene is the order of those two sentences. 


-	perform the BAP header rewriting operation in accordance with clause 5.2.x;


-	perform routing to determine the egress link in accordance with clause 5.2.1.3;


But, there is actually no execution order when we use two parallel bullet “- ”.


So, implementation can do either way or in parallel. In that case, there is no further need to discuss the order of “egress link selection is performed before or after header rewriting”


In our understanding, the implementation order may need to be made explicit since routing is performed based on the BAP header and the routing table, while the BAP header is determined by the header rewriting. So, we are not sure whether rapporteur’s understanding of “no execution order” is correct.


In UL re-routing case, if the header rewirtting does not change the result of egress link selection, then there is no difference on which one is performed first. 


For inter-topology routing, the order DOES matter since routing is either applied based on the ingress BAP routing IDs or egress BAP routing IDs. In this case, it makes more sense to do header rewriting first so that routing in the egress topology can be based on the routing IDs of the egress topology.


For UL re-routing, routing and re-routing WITHOUT header rewriting needs to be done first. Only if this does not resolve to an available eegress link, header rewriting can be applied.


@QCOM, your are correct. The FFS I mentioned here is about the operation orders after checking routing table first.


If no further concern, I will leave it for now and see if we have further agreement to make updated.


Does this also apply to inter-topology transport? 


No. For inter-topolgoy routing, after its own header rewriting, the egress link can be slected before this sentence.


This is a circular reference. Such recursion may be possible in software implementation but we prefer to avoid them in the procedural flow.


Let’s hear more views on this. Now, QC/Samsung seems prefer to not use this manner.


We do not see anything strange with the procedure currently captured, i.e. the IAB node performs the BAP header rewriting and then with the new BAP header it performs the legacy routing, going back to the top of this section.


We share QC/Sansung’s concerns and prefer to have more time to check which way is better before concluding this part. Specifying this concern in a Editor’s note may be ok to other companies.


Generally, recursive algorithms are hard to debug. It may be good to write this in a linear procedure first just to make sure we are all on the same page.


Please see the update.


The procedure is circular – section refers to itself and it could be interpreted to mean: perform routing, then rewriting, then routing again, then rewriting again. See also our previous comment.


The loop will stop once IAB select one available egress link. I guess implementation will check the loop only once after triger of re-routing or after RLF recovery. Let’s hear more views on this.


We agree with Rapporteur, the loop will stop because if there is an egress link available from the routing table, then everything will be fine. Otherwise if there are no link available, this “else-if” will not be entered and the procedure will stop.


I give up the “circular” manner. Please check the updated wording.


descriptions


indication


We are supportive of adding such a note; wording FFS.


Please check if the description in 5.4.2 is sufficient.


indication


descriptions


implement


triggered


This is to implement the agreement “same as the boundary node BAP address configured in the topology of the ingress link (of this packet)” in bellows:


=>The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).


=>We may keep the ingress BAP text of R16 (that is intended for donor DU but general in Stage-3), i.e. if the BAP address in header match the boundary node BAP address configured in the topology of the ingress link, deliver to upper layer.


That would be fine.


Seems more precise.


I try to avoid using “topology” here, which is not clearly defined.


Let’s hear more views on whether to use below wording suggested by Samsung


“as configured in the topology of the ingress BH RLC channel”


We are not sure the original wording is the right statement when inter-donor CU migration happens, as ingress BH RLC channel configuration in new topology after partial migration is still provided by the source IAB-donor CU (considering F1 still terminated at source IAB-donor CU), but transfer via new CU’s topology.


Samsung’s update seems fine to us. We can further discuss the definition of topology. Note that Stage-2 CR also captured some similar terminology of “topology”. 


We do not support this change because that is not due to a new Rel.17 operation. We did not have it in Rel.16, so it is not clear why it is needed now in Rel.17.


In Rel-17, the node can have two BAP addresses, so it is necessary to clarify which of the two should be used. Samsung’s extension is technical ok, however, we should refer to IAB-donor instead of gNB to be consistent. We can also refer to “ingress topology” with a pointer to 38.401 where all of this is beautifully explained. That may be even better.


Based on the above comments, please see the updated wording. I use [ ] for adding the ingress toplogy, to allow companies further thinking about this in next meeting to see if there is really a need to add “toplogy” in BAP spec.


This running CR uses the modelling: RX to dermine “to be rewritten” in UL and DL, and TX to perform the header rewriting. [To unified the UL and DL as much as possible].





If you have difference view on the modelling, please clarify your argument why the current modelling is incorrect.





PLEASE NOTE:


For UL, RX has to use the header rewriting table checking in order to dertemine “to be rewritten”.


For DL, RX has to use the “ingress link + not delivered to upper layer” as agreed to dermine “to be rewritten.”


Suggest adding “and” between BAP address matching and path identity matching, as according to the agreement, both BAP address and path identity should match the entry in the BAP rewriting configuration.


Seems fine.


RAN2 agreement:


For upstream at the boundary node, for any received data from lower layer:


The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.





RAN2 agreement:


For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:


The data is delivered to upper layer, if the BAP address in the header is same as the boundary node BAP address configured in the topology of the ingress link (of this packet); otherwise, the data is determined as to be header rewritten (assumes support only of topology where decedent nodes belong to same topology).





Editorial suggestion.


I though we normally use “consider” in RAN2 spec. Let’s hear more companies’ view on this:


Consider->designate


We think ‘consider’ should be fine.


As mentioned in our comment above by us (and QC), we are skeptical at the moment about this modelling. Why should the RX part decide whether to do the BAP header rewriting? For example, for the upstream, whether to do the BAP header rewriting should depend on the UL channel conditions (e.g. RLF) so it seems not very logic to implement this functionality in the RX side, if then it is anyhow up to the TX part to decide whether to really do the re-routing or not. Similarly, for the downstream, the TX part only needs to know the ingress link to decide whether to do the re-routing or not, because all the packets coming from the target topology should be rewritten.


If we leave the legacy RX operations, everything will still work fine, i.e. the RX will deliver packets to upper layers if there is a match on the DESTINATION, otherwise it will deliver to the TX side which will do the rewriting job. 





Given that, we have a strong preference to leave this open for further discussion.


Not sure where our prior ont is in all of these comments, but we agree with Ericsson.


Further, we need to clarify that this header rewriting configuration refer so inter-topology transport. That is different from header rewriting configurations for UL re-routing.


Yes, this is not for re-routing.


As also mentioned by Ericsson, if we put all into TX part, then RX needs to forward/indicate the “ingress toplogy” infor to TX side.


See my comment in the above why I put those into RX side, based on the agreement. Also, other companies seem fine with the current version.


I can add one EN on this part.” Editor's Note:	 The determination of header rewriting can be revised, if RAN2 agree to capture it as TX operation.”


This should cover three scenarios: inter-topology migration, inter-topology redundancy, and inter-donor RLF recovery. We think this EN should take the above three scenarios into account. 


In addition, we are not sure why we only mention “SN as F1-terminating node case”. Our suggestion is:


EN: “FFS whether the [SCG] is sufficient to identify the ingress link for inter-topology migration/topology redundancy/RLF recovery, including considering the case of SN as F1-terminating node”


Updated.


I don’t understand where SCG comes from. The whole BAP routing and header rewriting mechansims should be independent of SCG vs. MCG.


@QCOM, Any better idea to identify the inter-toplogy?





See the agreement: “For downstream at the boundary node, for any received data from inter-topology identified by the ingress link:


The data is delivered to upper layer, if the BAP address in the header is same as the boundary no xxxx”


Is this still a valid use-case?


Yes, we already agreed. It is actually the inter-toplogy re-routing.


This should be fine for an editor’s note. We still have not resolved how the boundary node differentiated between two header rewriting configurations, one for inter-topology transport and the other for UL re-routing.


Typo: rewriting


We only have the following RAN2 agreement: “A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.”  


There is no agreement on the granularity for local rerouting triggered by flow control feedback yet. So we suggest to remove “per BAP routing ID”. 


On the other hand, an EN with FFS may be added, For example, “FFS on the granularity for local rerouting triggered by flow control feedback.”


Similar comments as previous.


Rerouting is not defined in 5.2.1.3; it is only mentioned in 5.2.1.1 It looks like we need to have a better distinction between routing and rerouting.


We may need to consider a separate section on rerouting.


In R16, the BAP address based re-routing is captured in 5.2.13, merged with the routing sectio. See


“-	else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:


”


We have same understanding as Rapporteur and think that everthing would be fine if the editor’s note is agreed in section 5.2.3, i.e., “Editor's Note:	 FFS if it should be added like “NOTE y: An egress link may be not considered to be available for a [BAP routing ID and/or BH RLC channel], if it is determined as congested based on the received flow control feedback, as defined in sub-clause 5.3.1.””.


38300 uses the term “unavailable” for a BH link and then defines a few scenarios when a BH link can be “unavailable”, which includes congestion. It would be nice to line up 38340. 


Also, we agree with Samsung that re-routing has become substantially more complex in Rel-17, and itt would add clarity to have a separate section of re-routing for that reason.


We can do the update in the next version, if 300 chagnes are endorsed on the “unavailable” this time.





Let’s see in the next meeting, if we really need new section for re-rotuing.


We now need to be more specific in all descriptions, even the baseline one here.


No. this type4 is still FFS on its terminology.


constructed


The trigger/content agreements will be implemented together after RAN2 finalize the FFS point on “FFS if Type 2 indication by dual-connected node can be triggered when the node detects BH RLF on any BH and it cannot perform re-routing for affected traffic”


For triggering condition of type-2 indication by a single-connected node, initiation of RRC re-establishment is a sufficient condition to trigger type-2 indication.


Type 2 indication by dual-connected node is triggered when the node initiates RRC re-establishment resulting from BH RLF on both CGs or BH RLF on MCG with no fast MCG recovery.


A node can transmit type-3 indication if re-establishment is successful. 


A node can transmit type-3 indication only if it previously sent type-2 indication, i.e., type-3 indication cannot be triggered without triggering type-2 indication previously.





We think it is ok to capture already agreed trigger condition of type-2/3 RLF indication in current version TP, rather than waiting for other FFS points.


[032] For triggering condition of type-2 indication by a single-connected node, initiation of RRC re-establishment is a sufficient condition to trigger type-2 indication.


Type 2 indication by dual-connected node is triggered when the node initiates RRC re-establishment resulting from BH RLF on both CGs or BH RLF on MCG with no fast MCG recovery.


A node can transmit type-3 indication only if it previously sent type-2 indication, i.e., type-3 indication cannot be triggered without triggering type-2 indication previously.


A node can transmit type-3 indication if re-establishment is successful.


Other FFS can be captured in an Editor’s Note.





Agree with Intel, Type 2/3 indications already have proper names.


This will be captured in next meeting.


=>Upon reception of type-2 indication, the node should perform local re-routing if possible.


=> Upon reception of type-3 indication, the actions (e.g. local re-routing) triggered upon reception of a previous type-2 indication should be reversed, if possible.


We believe that it should be further clarified that declaring the BH link unavailable upon reception of type-2 RLF is for the sake of local routing (as agreed).


In case for example of a single connected IAB node, or in case in which the BAP header rewriting is not configured, we believe that is it not good to declare the link unavailable. Otherwise, the IAB node will behave the same as for the type-4 RLF which is maybe too harsh.





Could we maybe clarify with something like this?:





“consider the BH link from which this BAP Control PDU is received not to be available if the Header Rewriting Configuration is configured and at least and at least one egress link is available”.





The part in yellow is exactly the condition for local re-routing in current running CR, so it will be clear that “upon reception of type-2 indication, the node should perform local re-routing if possible”, as agreed.


Propose rewording: ‘- consider the BH link, where this BAP Control PDU is received, as unavailable.





We agree with Ericsson that the agreed behavior of re-routing should be added here. This can also include header rewriting if it is inter-donor-DU rewrouting. Again, it would be helpful to have a separate section on re-routing. In this case, you could just set a pointer.


The orginal wording used “(for rerouting purpose defined in accordance with clause 5.2.1.3)” to address the concern from Ericsson.


Do we need to indicate which BH link it is? In case of dual-connected parent node, such BH link can be both links to parent nodes, or the BH link corresponding to MCG in case of no fast MCG recovery. 


In addition, according to agreements “  Proposal 5_alt: If option 2) is chosen in P1 (i.e. dual-connected node triggers type 2 indication when the node detects BH RLF on any BH link) and option 2 is chosen in P7 (i.e. Received type-2 indication is further propagated),  type-2 indication sent by a single-connected node includes routing ID information indicating which routing IDs are not available. FFS whether inclusion of routing ID can be omitted in some cases. Otherwise, type-2 indication sent by a single-connected node does not carry any further information related to BH RLF.”, the type-2 indication may be transmitted together with BAP routing ID, which is used to indicate the BH link along the routing path indicated by the BAP routing ID that is not available. 


With the above consideration, our suggestion is to add another EN:


“Editor’s Note: FFS on how to describe BH link which is not available.”


I guess we don’t specify that details in R16 for type4 indication also. See the update by adding “where this BAP Control PDU is received” as in R16.


We agree with Samsung that some details of BH link unavailable should be captured here, e.g. both links of BH link are RLF, BH RLF in MCG in case of no fast MCG recovery, as what is captured in stage 2. 


@Intel, the trigger condition is not captured yet. This section is about the reception behaviour.


Same comment as above.
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