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1 Introduction

This paper aims at capturing the summary of email discussion. 

· [Post114-e][075][eIAB] Open Issues on Re-routing (Huawei)


Scope: Include inter-DU, inter-topology, local re-routing (to any dest). Identify Open issues and attempt to progress (pave the way for agreements and constructive R2 discussions next meeting). Can take into account the latest progress in R3.


Intended outcome: Report, with listing of Open issues and with agreeable proposals, 


Deadline: Long

RAN2 related agreements

	· Type-2 RLF indication may be used to trigger local re-routing 

· Local re-routing can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.

· RAN2 considers inter-donor-DU local re-routing to be in scope

· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)

· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.

· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.


RAN3 related agreements

	· In the inter-donor-DU re-routing case, the issue 2, i.e. how to achieve BAP routing towards the target donor DU for re-routed packets: wait for RAN2 progress


2 Discussion

2.1 Local re-routing
2.1.1 Local re-routing behavior in R17

	· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)


Based on the above agreement last RAN2 meeting, the alternative path is also configured by CU, for the local re-routing triggered by R17 triggers (e.g. type2 indication, flow control feedback). 

The FFS point is whether we change the R16 principle on the role of IAB-node and IAB-donor for local re-routing. If we consider the inter-CU/inter-donor-DU re-routing cases as separate issues (not sure if anything new/different has to be introduced), rapporteur understands the R16 principle should be reused for the R17 local re-routing based on new trigger(s). It means the backup/alternative egress link is still under CU control and “BAP address based” next hop selection.

Question 1: Do you agree: for intra-donor-DU local re-routing, if triggered by R17 new triggers, IAB-node can re-route data from primary link to the backup link as in R16?

Primary link: the next hop BH link corresponds to the routing entry with the routing ID matched with the one in BAP header, as configured by CU.
Backup link: the next hop BH link corresponds to the routing entry with only the BAP address matched with the one in BAP header, as configured by CU.
	Companies
	Yes or No?
	Comments

	Kyocera
	No
	We think Rel-16 local rerouting was an exceptional behaviour (i.e., only upon BH RLF), but Rel-17 local rerouting is expected to be widely used for many cases. So, we think the donor’s (CU’s) controllability needs to be improved to meet the topology-wide objective (which RAN2 agreed). In this sense, we think the donor should explicitly provide the association between the primary route (with Routing ID) and the alternative route (with Routing ID as well).  We assume Rel-16 mechanism can be used for the backup in case the donor does not provide the association. 

	Lenovo
	Yes
	

	CATT
	Yes
	Same as Rel-16

	vivo
	See comments
	Backup link for local rerouting (due to BH RLF) is autonomously selected by IAB-nodes in R16 (according to the destination ID), however, we think the backup links used to re-rout data (except for the BH RLF case) should be pre-configured by IAB-donor-CU so that the IAB-donor-CU still plays the centralized role for routing management, and the routing behaviors within the same topology can be well-controlled.
The off-loaded traffic might be beyond the available capacity of the target path and result in another round of local congestion over target path, so it would possibly lead to frequent ping-pong switches between the configured and chosen (re-routed) paths if an IAB-node, that without any prior knowledge of the target path’s status, can autonomously off-load the traffic from the configured path to a backup path (target path). Therefore we prefer centralized control management (initiated by IAB-donor-CU) over distributed control management (autonomous decisions made by local IAB-nodes). If NOT configured, local rerouting (except for the BH RLF case) shall be disabled.
In summary, we support the following proposal:
for intra-donor-DU local re-routing, if triggered by R17 new triggers, IAB-node can re-route data from primary link to the backup link that pre-configured by IAB-donor-CU.

	Samsung
	Yes
	First of all, we have a slightly different understanding of the FFS in the quoted agreement. The R16 baseline is destination-based routing and we already agreed this as baseline for R17. What we need to discuss now is whether we allow routing ID matched back-up link on top (in addition) to that. E.g. if multiple next hops for the same routing ID are configured, we use one of them as back-up link; otherwise we fall back to destination based routing.

We do not think this is necessary. Additionally, if we were to agree multiple next-hop nodes per routing ID, this would change the definition of the routing ID which is currently that it corresponds to a single physical path to the destination.

The pre-configuration of the back-up link (by the CU) raised by vivo is a valid but separate issue in our understanding.

	LG
	Yes
	

	Ericsson
	Yes
	It is not clear to us why the introduction of new local re-routing triggering conditions would also imply a change in the routing table configuration. Primary link and backup link can be selected as in legacy. Additionally, as Samsung mentioned, the introduction of multiple next hops for the same routing ID would just be a complication and in practice affect the path ID definition.

	ZTE
	Yes
	Rel-16 principle could be reused. 

	Sony
	Yes
	

	Qualcomm
	Yes
	Baseline is Rel-16. Why would we introduce something new that has the same functionality as what we already have.

	Fujitsu
	See comment
	If this question is about the principle of BAP address-based re-routing, then we agree. Yet we think donor-CU can do more than what it does in R16, for example, to enable/disable local re-routing on a per-route basis, to configure more metrics on each route for the IAB node to make route selection decision, etc.

	Intel 
	Yes 
	First, we think it would be more accurate to use “source link” instead of “primary link”, as it is possible to switch from MCG-link to SCG-link and vice versa. 

We share the same understanding with Samsung that the “FFS” is to further discuss whether the multiple next hops use the same routing ID or not, but not local re-routing principle. And for this, we also think that multiple next hops shall use different routing IDs to keep the same principle as Rel-16. 

Secondly, for the issue “pre-configured by IAB-donor-CU to avoid ping-pong switch” raised by vivo, RAN2 #114e meeting agreed that “Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current HbH FC is for DL traffic.)”. Hence, “whether to perform local re-routing” can be decided by the IAB-node locally according to the available buffer size received from other flow control feedbacks.  

Furthermore, we think supporting a UE-bearer level local re-routing can solve the issue raised by vivo, as well as reducing the congestion in the source path, by helping to offload partial traffic to another path which share the same BAP destination address. 

 

	ETRI
	Yes
	Basically, Rel-16 principle should be baseline.

	Canon
	Yes
	

	Huawei, HiSilicon
	Yes
	No need to change the R16 principle. 

	Futurewei
	Please see comment
	Our view is similar to that expressed by Kyocera, Vivo, and Fujistsu. The Rel-16 mechanism was introduced to narrowly address the case of BH RLF, as a stop-gap measure. As we introduce new use cases and triggers for local re-routing, we believe that finer control by the donor-CU is justified. The donor should explicitly provide routing information (Routing ID) for each of the alternative routes (next hops). This way the network operator can exercise control over traffic routing conditions within the IAB network under all operating conditions.

	Nokia
	Yes
	


Summary
Companies prefer yes, i.e. no enhancement to the R16 BAP address based routing: (Lenovo, CATT, Samsung, LG, Ericsson, ZTE, Sony, Qualcomm, Intel, ETRI, Canon, Huawei, HiSilicon, Nokia)

Companies prefer no: 

1) CU can configure one specific backup link to be selected, if multiple routing entry matches the BAP address, in case of local re-routing. (Kyocera, vivo, Fujitsu, Futurewei)

2) Allow multiple entries with routing ID matched in the routing table [Mentioned but not preferred by Samsung, Intel]

Proposal 1: [Low priority][12 vs. 4] For intra-donor-DU local re-routing, if triggered by R17 new triggers, IAB-node re-route data as in R16 (i.e. not to modify the R16 “BAP-address-only based next hop selection” in case of local re-routing).

2.1.2 UL traffic local re-routing based on type2 indication
Issue A: when/how to trigger the local re-routing considering type2 indication

	· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.


As RAN2 agreed, IAB-node can trigger local re-routing based on type2 indication. The issue here is how the IAB-node handles the following cases:

· Case 1: Type2 indication is received in primary link, but no indication received in backup link;

· Case 2: Type2 indication is received in both primary link and backup link;

· Case 3: Type4 indication is received in primary link and type2 indication is received in backup link;

· Case 4: Type2 indication is received in primary link and type4 indication is received in backup link;

Option 1: It is purely up to IAB implementation on whether to perform local re-routing in those cases.

Option 2: Specify whether/how to trigger local re-routing in those cases.

Question 2: Which option do you prefer? 
	Companies
	Option 1/2?
	Comments

	Kyocera
	-
	We understand Q2 just asks the triggering conditions, but we think the local rerouting can be successfully proceeded only if one of egress links is available. So, we’re wondering if Type 2/4 indications just mean these associated egress links are not available. In this sense, for Cases 2, 3 and 4, BAP cannot select any entry from BH Routing Configuration, even if local rerouting is triggered. For Case 1, we think it’s the typical triggering condition which was intended in RAN2 agreement. So, we think local rerouting can be triggered by any Cases, but the outcomes are different. 

	Lenovo
	Option 2
	Based on the agreements, IAB node may trigger rerouting based on the reception of type 2 or type 4 RLF indication. However, whether/how to trigger local rerouting by type 2 or type 4 RLF indication needs to be configured by CU.

If the rerouting is allowed by CU, IAB node will select one available egress BH link during rerouting based on the reception of RLF indication. But for the Case 2, Case 3 and Case 4, both egress BH links are unavailable, then rerouting is unnecessary.

	CATT
	Option 1
	When type-4 RLF indication is received, IAB-node must perform rerouting because “egress link is not considered to be available if the link is in BH RLF”.
For type-2 RLF indication reception, we think IAB node could perform local rerouting based on the QoS requirement of BH RLC channel, channel condition, and possibility of RLF recovery. For example, IAB node can reroute time-delay urgent packets and suspend other packets to avoid congestion in the backup link. No need to specify the trigger of local re-routing.
Regarding the 4 cases, only case 1 is valid case for local rerouting. And smart IAB-node can work well without CU configuration.

	vivo
	Option 1
	Agree with the previous comments that case 2/3/4 are not valid.

For case 1, since the type-2 indication does NOT mean the IAB-node completely lost the connectivity with its parent node, local rerouting may not be always initiated (at least we have type-4 for the last resort), so we think the agreement If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. is sufficient to us.

	Samsung
	Option 2 but…
	Same as Kyocera and Lenovo, we do not understand the relevance of cases 2-4. For Case 1, we do need to specify some baseline conditions for triggering in our view. 

Additionally, we wonder if the primary/backup concepts should be elaborated for R17 as R16 doesn’t have this in the specs.
And finally, we do agree with vivo that this question assumes that the node which sends type-2 RLF indication cannot be used at all for further communication. But we do not think this should mean that re-routing should be left to implementation.

	LG
	Option 2
	We prefer to have predictable IAB node behavior for local re-routing. If it is purely up to IAB implementation on whether to perform local re-routing, the IAB-donor CU may have trouble to manage overall IAB network status and QoS management due to unpredictable IAB node behavior. This may cause performance degradation of IAB network.

Regarding above 4 cases, we think that the Case 1 is the only valid scenario for local re-routing and other cases, i.e., Case 2/3/4, are inappropriate to perform local re-routing since there is no available backup link.

	Ericsson
	Option 1
	The question is a bit convoluted, because as observed by other companies only case 1 is applicable for local routing. If type2-based local routing can only be triggered in one case, i.e. when there is an egress link still available, we do not need to discuss when/how to trigger local routing for all those cases.

	ZTE
	Option 1
	In our view, IAB-node can trigger local re-routing if type2 or type 4 indication is received in primary link and available backup link could be found. And how to determine that the backup link is available is up to IAB implementation.

	Sony
	Option 2
	We agree that trigger condition should be specified for local re-routing and share the same view with other companies’ that cases 2/3/4 are not relevant. We also think that LG raises a good point regarding the control and visibility of CU. 

	Qualcomm
	Option 1
	Only case-1 makes sense since local rerouting cannot be applied if type-2/4 indications are received on both links.

Since only case-1 makes sense, we don’t need to specify it. 

	Fujitsu
	Option 2
	Case 1 is a valid case for local re-routing based on current agreement.

Case 2-4 need some specification. 

	Intel 
	Option 2 
	We think whether IAB-node can perform local re-routing based on type-2 RLF indication depends on availability of the back-up path. It should be noted that the IAB-node who has a back-up path is also a dual-connected IAB-node. That is, the availability of the back-up path depends on several conditions: 

1. local rerouting is triggered by type-2 or type-4 RLF indication  

2. whether the IAB-node which sends type-2/4 RLF indication is from the MCG link or the SCG link of the dual-connected IAB-node 

3. whether dual-connected node is configured with fast MCG RLF recovery 

Hence, case 3 and case 4 should be further discussed in following three scenarios: 

Case A: the source link is the MCG link of dual-connected IAB-node, fast MCG recovery is not configured 

Case B: the source link is the MCG link of dual-connected IAB-node, fast MCG recovery is configured 

Case C: the source link is the SCG link 

Moreover, for case 2, when type-2 RLF indication is received from both links, none of the link is available (i.e. local rerouting is not possible). Whether to trigger the local rerouting after type-2 RLF indication may also depends on the sequence of receiving type-3 RLF indication from the source link and the back-up link. If the source link sends type-3 RLF indication before the back-up link, local rerouting is not needed. 

	ETRI
	Option 2
	We have same view with other companies in terms of that the case 1 is valid scenario. Regarding trigger condition for local rerouting we think it is necessary to define when and how to initiate it.

	Canon
	Option 1
	Whether to perform local re-routing in cases 1/2/3/4 should be left to implementation.  

However, we also think that some other actions may be triggered by cases 1/2/3/4: 

-
Upon reception of a BH RLF indication from a parent IAB-node, an IAB node without any alternative path should forward the RLF indication to its own child IAB node(s), 

An IAB-node may notify the IAB-donor of the detection of long-term BH link issue, i.e. a BH link issue which requires some reconfiguration at IAB-donor level.  Several causes may trigger a long-term BH link issue, such as an RLF recovery failure or a sequence of RLF detection/RLF recovery .

	Huawei, HiSilicon
	Option 1
	If companies think case2-4 is invalid, it means IAB-node should not trigger local re-routing in that case. Then, the behavior should be specified. 

	Futurewei
	Please see comment
	Agree with other companies that only case 1 seems to be the primary case for local rerouting. However, we think we understand the objective of the rapporteur may be to say that if we specify the behavior of the IAB node in case of reception of a Type 2 RLF indication, then we may also need to specify that the node should not perform local rerouting in cases other than case 1.

It may be useful to specify the action of the IAB node for local rerouting (e.g. case 1). At a minimum we believe whether the IAB node performs rerouting in the case of reception of a Type 2 RLF should be configurable.

Whether every packet needs to be routed to the alternative route in case of an Type 2 RLF indication, or if some filtering can be applied (as suggested by CATT) deserves further discussion.

	Nokia
	Option 1
	


Summary:
Majority companies consider only case 1 as the local re-routing case. This means the type2 indication refers to the egress link unavailable. So, below observation seems the common understanding.
Observation 1: IAB-node only performs local re-routing in case1 among the type2 indication cases 1-4.
The proposals will be given together with below question 3.

If we use option 2, the IAB-node BAP layer behavior (i.e. sol. 1-4) in each case should be discussed.

Sol.1: continue to transmit on primary link

Sol.2: suspend the transmission

Sol.3: re-route to the backup link

Sol.4: up to IAB implementation

Question 3: If prefer option 2 in Q2, which solution do you prefer for each case?
	Companies
	Case1
	Case2
	Case3
	Case4
	Comments

	Kyocera
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	

	Lenovo
	Sol.3
	Sol.2
	See comments
	See comments
	For Case 1, the packets will be rerouted to the backup link if rerouting is configured to be active.

For the Case 2, both egress BH links are unavailable, then rerouting is unnecessary. In addition, the BAP entity will suspend the transmission and wait for the availability on either of the egress link.

For case 3, after type4 indication is received in MCG, IAB node needs to perform re-establishment. no data is allowed to be transmitted.

For case 4, after type4 indication is received in SCG and MCG is suspended upon receiving type-2 indication, IAB node needs to perform re-establishment. no data is allowed to be transmitted.

	CATT
	Sol.4
	Sol.2
	Sol.2
	Sol.2
	See Q2

	vivo
	Sol.4
	Sol.2
	Sol.2
	Sol.2
	See Q2

	Samsung
	Sol.3
	Sol.2
	See comment
	See comment
	Same view as Lenovo for Cases 3 & 4 – but we do need to agree first to suspend (or not) the transmission over the link to the IAB node which issued type-2 indication, as per our answer to Q2.

	LG
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	It would be good to clarify the solution 2. In our understanding, even in Rel-16 IAB, if there are no available links, the BAP entity should suspend transmission to parent nodes. However, the current BAP specification does not specify suspend operation of a BAP entity and it is sort of IAB implementation.

Having this in mind, we would like to know intention of the rapporteur on the solution 2. If the solution 2 is selected for case 2/3/4, does the rapporteur think new section for suspend operation is created in the BAP specification?

	Ericsson
	Sol.4
	Sol.4
	N/A
	N/A
	We have already agreed in RAN2#113-bis that type-2 RLF indication may be used to trigger deactivation of IAB-supported in SIB, deactivation or reduction of SR and/or BSR transmissions. Hence, sol.2 just seems to be yet another option. Additionally, we are not sure that suspending the transmission is the best option in all cases. 
For case-2 for example, receiving type-2 RLF from both links does not necessarily imply that both links will be unable to recover. Suspending the transmissions blindly might just cause interruption, especially if the parents will be able to recover. Note also that it should be very unlikely that both parents get an RLF more or less at the same time, and both of them are unable to recover.

Case 3 and 4 deal with type-4 RLF and that is already covered by legacy, i.e. reestablishment will be triggered (as noted by other companies above).

	Sony
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	We have the same question as LG.

	Qualcomm 
	Sol. 3
	Sol. 2/4
	Sol. 2/4
	Sol. 2/4
	For Cases 2,3,4, we do not have to specify anything. It is obvious that neither link can be used if they both have RLF.

	Fujitsu
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	

	Intel 
	Sol. 3 
	Sol.2 in short time; whether re-route to back-up path depends on the sequence of receiving type-3 RLF indication from the source and target parent IAB-nodes 
	Sol.2 or Sol. 3, depending on the scenario; 
	Sol.2 or Sol. 3, depending on the scenario; 
	See our response in Q2 

	ETRI
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	Regarding case 3 and 4, we have similar view with Lenovo’s comments.

	Huawei, HiSilicon
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	

	Futurewei
	Sol. 3 if configured.
	Sol. 2
	Sol. 2
	Sol. 2
	Not sure if anything additional needs to be specified for cases 2-4

	Nokia
	Sol 4
	Sol 4
	-
	-
	Type 4 RLF indication already triggers relevant action, while for Type 2 indication alone, standard should not imply unnecessary actions (that might need to be further reverted or lead to counterproductive outcomes)


Summary:
Majority companies prefer to use local re-routing for case 1 and suspend the transmission for other cases. (i.e. Sol.3, Sol.2, Sol.2, Sol.2).
Based on the companies’ view in question 2/3, following proposals/observations can be the common understanding.
Proposal 2a: [For discussion] The BH link is not considered as available, 
if type2 indication is received on the link.
Clarification: If the pre routing ID granularity of type2 indication is agreed, this proposal is interpreted as “The BH link is not considered as available for the indicated routing ID, if type2 indication is received on the link.”

Also, following observation2 are the majority view on the R17 local re-routing.
Observation 2: As in R16, IAB will not perform local re-routing if the alternative link is considered as not available. 
Observation 3: if both primary and back-up link(s) are not available, IAB should suspend the transmission.

NOTE, as asked by LG, this proposal does not imply to specify the BAP suspend operation (i.e. probability reuse the R16 specification style).
To make the above observations/proposals clear, rapporteur proposes the Text Proposal to implement above proposals/observations on the type2 indication impact to child node (i.e. how to perform the local-rerouting based on type2 indication.)
Proposal 2b: [For discussion] Add “NOTE: An egress link is not considered to be available, upon receiving BH recovering indication on the link“ for local-rerouting based on type2 indication in TS 38.340 section 5.2.1.3.

	5.2.1.3
Routing

The BAP entity performs routing based on:

-
the BH Routing Configuration derived from an F1AP message as specified in TS 38.473 [5].

Each entry of the BH Routing Configuration contains:

-
a BAP Routing ID consisting of a BAP address and a BAP path identity, which is indicated by BAP Routing ID IE, and

-
a Next Hop BAP Address which is indicated by Next-Hop BAP Address IE.

For a BAP Data PDU to be transmitted, BAP entity shall:

-
if the BAP Data PDU corresponds to a BAP SDU received from the upper layer, and
-
if the BH Routing Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BH-RLC-Channel by RRC:

-
select the egress link on which the egress BH RLC channel corresponding to defaultUL-BH-RLC-Channel is configured as specified in TS 38.331 [3] for non-F1-U packets;

-
else if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select the egress link corresponding to the Next Hop BAP Address of the entry;

NOTE 1:
An egress link is not considered to be available if the link is in BH RLF.
NOTE 2:
For each combination of a BAP address and a BAP path identity, there should be at most one entry in the BH Routing Configuration. There could be multiple entries of the same BAP address in the BH Routing Configuration.

-
else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;

-
select the egress link corresponding to the Next Hop BAP Address of the entry selected above;

NOTE x: An egress link is not considered to be available, upon receiving BH recovering indication on the link. 


Issue B: The granularity of local re-routing triggered by type2 indication

This issue is the granularity of the data to be re-routed upon receiving type2 indication.

Option 1: per BH link (i.e. type2 indication indicates that the BH link is recovering)

Option 2: per routing ID/BAP address (i.e. type2 indication indicates that the data with some routing ID/BAP address can be re-routed)

Question 4: Which option do you prefer on the granularity of type2 indication triggered local re-routing? 
	Companies
	Option 1/2?
	Comments

	Kyocera
	Option 2
	We assume the donor provides the alternative routes for each primary route, as commented in Q1. 

	Lenovo
	Option 1
	Same rerouting mechanism with the type 4 indication.

All the BAP routing IDs or BAP addresses associated with the BH link where the type 2 indication received need to be rerouted.

	CATT
	-
	As our comments in Q2, the data to be re-routed upon receiving type2 indication can be decided by IAB-node implementation. No need to specify the granularity.

	vivo
	Up to IAB-node’s implementation
	From our perspective, there is no difference between the type-2 indication and type-4 triggered local re-routing. The granularity for type-2 should be the same with type-4.
However, the IAB-node can either choose whether to re-rout the data of the whole primary BH link to the backup link, or only select specific BAP routing IDs/BAP addresses to re-rout the data. So this should be left to IAB-node’s implementation.

	Samsung
	Both
	Both Option 1 and Option 2 are linked to valid usage scenarios.

Considering two IAB nodes, i.e., IAB node 1 and IAB node 2, assume IAB node 2 detects the BH RLF, and sends the type-2 RLF indication to the IAB node 1: 

· Option 1: Per BH link rerouting

This option can be applied to the case where 1) IAB node 2 only has one parent node, and 2) IAB node 2 has two parent nodes and the BH RLF is detected for MCG or both MCG and SCG

· Option 2: per BAP routing ID/BAP address rerouting

This option can be applied to the case where IAB node 2 has two parent nodes, and RLF is detected over only one BH link towards one parent node. In this case, the type-2 RLF indication can indicate specific BAP routing ID/destination BAP address to be used for re-routing.

	LG
	Option 1
	The granularity of type-2 indication would be same with the type-4 indication.

	Ericsson
	Up to IAB node´s implementation. 
	We agree with Vivo and CATT that we do not need to specify which data the IAB node should re-route. 

The question seems also mixing-up a bit the possible information that should be included in the type-2 indication and how the IAB node should trigger local routing. 
As Samsung observed, we believe that is beneficial if the parent can indicate in the type-2 RLF the BAP Routing ID/Destination that is affected, in order to aid the child to determine which traffic should be subject to local routing. So, we believe that first we should discuss which information the type-2 RLF should contain. Once the necessary information are available in the type-2 RLF, the IAB node implementation will be able to properly perform local routing of the affected traffic.

 

	ZTE
	Option 2
	We think type 2 indication triggered local re-routing could be performed per routing ID. For descendant node who receives type 2 RLF indication, only the traffic impacted by the backhaul link with RLF needs to be re-routed. As a result, it is suggested to include the BAP routing ID(s) in the type 2 RLF indication to inform the BAP routing ID(s) of traffic which needs to re-routed.

	Sony
	Both
	We think the granularity could be either per BH link or per routing ID/BAP address. 

	Qualcomm
	Option 1
	Option 1 defines a simple straightforward mechanism to keep connectivity in case of RLF.
Not clear why option 2 would add any benefit. It certainly adds complexity.

	Fujitsu
	Option 1/2
	If (parent) IAB-node is single connected, the rerouting triggered by Type-2 RLF indication is BH link granularity since all the traffic via the BH link to the parent IAB-node should be rerouted.

While if (parent) IAB-node is dual-connected, if IAB-node detects RLF over one of two BH links, the IAB-node can indicate type-2 RLF indication with specific BAP routing IDs which should be rerouted because the traffic via the IAB-node’s good BH link need not be rerouted.

	Intel 
	Both with comments 
	The benefit of option 2 is to allow local re-route partial traffic from the failed path in case the target path cannot handle all the traffic (i.e. further causing congestion at the target path).  

However, we think different granularity of local rerouting can be supported/decided by IAB-node itself. Besides, for the scenario “IAB node 2 (the parent node) has two parent nodes” raised by Samsung, if IAB-node 2 also has two parent nodes, it can first perform local rerouting without sending type-2 RLF indication to its child node when RLF is detected in one of the paths. In this case, type-2 RLF indication doesn’t need to indicate the child node the routing ID/BAP address, etc. 

Additionally, if UE-bearer ID is agreed to be added in the BAP header, we also think the local rerouting should support per-bearer level local rerouting. The number of rerouting bearer and which bearer to be rerouted to the target path can be decided by the IAB-node itself. There’s no additional requirement to type-2 RLF indication.  

	ETRI
	Both
	Option 1 is simple approach and option 2 may give more flexibility to IAB-node for packet rerouting when multiple paths can be possible.

	Canon
	Option 2
	The trigger to generate a type 2 RLF indication is at RLF detection.  

Upon reception of a Type 2 RLF indication from a parent IAB-node, we think that a child IAB-node rerouting all the packets initially intended for this parent IAB-node through an alternative BH link may create a risk of congestion on this alternative link. 

Therefore, in order to help a child IAB-node to take the right decision for rerouting, we think that the BH RLF indication format could be enhanced so that it carries a list of the BAP path ID(s) impacted by the RLF.

	Huawei, HiSilicon
	Option 1
	The per routing ID level indication is somehow considered as flow control method.

	Futurewei
	Both, Please see comment
	Can consider both. Option 2 is more flexible. However, flexibility may not be needed for all deployments. In such a case, Option 1 would be simpler, rather than configuring a behavior for each routing ID.

	Nokia
	Option 2
	Regarding option 1, unclear how a given parent link of a parent node in DC sending the indication would bear any meaning to the child node receiving the indication.


Summary:

Prefer implementation: (CATT, vivo, Ericsson)

[Rapp]: This is also about the type2 indication control PDU format, i.e. whether to include BH RLC ID in the control PDU. So, the operations upon receiving this indication should be specified somehow.
Prefer per BH link: (Lenovo, LG, Qualcomm, Huawei, HiSilicon)

Prefer per routing ID/BAP address: (Kyocera, ZTE, Canon)

Prefer Both: (Samsung, Sony, Fujitsu, Intel, ETRI, Futurewei)

Therefore, at least per BH link can be majority view, if considering “both” camp is fine with supporting per BH link. The supporting of per routing ID/BAP address level can be discussed online or postponed to next meeting.
Proposal 3: [For discussion] The granularity of local re-routing triggered by type2 indication is per BH link as baseline. FFS per routing ID/BAP address level type2 indication is supported in addition.
Issue C: whether the local re-routing based on type-2 indication is configurable

As the FFS point from last meeting, the discussion is about whether the local re-routing based on type-2 indication is configurable.
Question 5: Whether the local re-routing based on type-2 indication is configurable or not? Please also explain your understanding on how this is done (e.g. by configuring whether allowing to send type2 indication, or by configuring whether allowing to re-route upon receiving type2 indication, etc.) 
	Companies
	Yes/No?
	Comments

	Kyocera
	Yes
	We assume both, i.e., the donor configures the IAB-node whether it sends Type 2 Indication, and whether it performs local rerouting upon reception of Type 2 Indication. 

	Lenovo
	Yes
	It’s to configure whether to perform rerouting based on the type2 indication.

	CATT
	No
	IAB-node should select part of data to be rerouted considering several aspects: 1) potential congestion in backup link; 2) improving transmission performance of data with low latency buget; 3) possibility of RLF recovery in BH link.

To simplify the specification impact, we think it is better to leave the decision to IAB-node itself. CU configuration is not needed.

	vivo
	No
	We assume local re-routing based on type-2 indication is always disabled, and it can be enabled via implementation manners, e.g., OAM or vendor-specific setting.
By means of this, the same purpose of turning local re-routing based on type-2 indication to configurable can also be achieved but without extra specification efforts (such as to introduce new RRC signalling/BAP control PDU, etc.)

	Samsung
	Yes
	Same understanding as Lenovo – that this question only refers to whether reception of type-2 indication should be used for local re-routing.

	LG
	Yes
	By configuring a backup link which is allowed to be used for local rerouting.

	Ericsson
	Yes
	We agree with Samsung/Lenovo, i.e. it is enough to just make configurable local routing at the child node upon reception of type-2 RLF.

	ZTE
	No
	We think R16 principle could be reused and no explicit configuration is needed. That means if an alternative path could be found with the same destination BAP address, local re-routing based on type-2 indication could be used.

	Sony
	Yes
	We also agree to configure whether re-routing is allowed by receiving type-2 indication.

	Qualcomm
	Yes
	Agree with Samsung and Ericsson.

	Fujitsu
	No strong view
	We think local re-routing upon Type-2 BH RLF indication can be specified or can be configured.

	Intel 
	Yes 
	As agreed in previous RAN2 meetings, besides type-2 RLF indication, DL HbH flow control feedback may also trigger local rerouting, we prefer to have a single configuration to the IAB-node whether should perform local rerouting based on agreed trigger condition in Rel-17 (e.g. type-2 RLF indication, FC feedback, etc). 

	ETRI
	Yes
	We agree with Lenovo, Samsung, Ericsson and Qualcomm’s view.

	Huawei, HiSilicon
	Yes
	

	Futurewei
	Yes
	We assume that both behaviors (whether to send a type-2 RLF indication & whether to perform rerouting upon reception of this indication) can be configured.

	Nokia
	No strong view
	Can be left to implementation. We understood the question relates to: whether reception of type-2 indication should be used for local re-routing? Leaving to implementation would mean that Rel-16 principle holds: if alternative path is present it determine local re-routing possibilities. 



Summary:
Explicit manner: by configuring whether to perform re-routing based on the type2 indication (Kyocera, Lenovo, Samsung, Ericsson, Sony, Qualcomm, Intel, ETRI, Huawei, HiSilicon, Futurewei)

No spec impact manner: by configuring the alternative path (LG, ZTE), or IAB implementation (CATT, vivo)
Since majority prefer the explicit configuration for local re-routing enabling, it is proposed:
Proposal 4: [Low priority] [10+ vs. 4] Whether to perform the local re-routing based on type-2 indication is configurable, via explicit configuration.
2.1.3 DL traffic local re-routing based on flow control feedback

Issue A: when/how to trigger the local re-routing considering flow control feedback
	· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.


As RAN2 agreed, IAB-node can trigger local re-routing based on flow control feedback. The issue here is how the IAB-node handles the following cases:

· Case 1: Primary link is congested and backup link is not congested

· Case 2: Both primary and back link are congested

Option 1: It is purely up to IAB implementation on whether to perform local re-routing in those cases.

Option 2: Specify whether/how to trigger local re-routing in those cases.

Question 6: Which option do you prefer? 
	Companies
	Option 1/2?
	Comments

	Kyocera
	-
	In DL local rerouting, we assume the backup link may be more than one, which is different from UL local rerouting. So, we assume Case 1 means “all” backup links are not congested, while Case 2 means “all” backup links are congested.  As similar to Q2, we think local rerouting is triggered by Case 1 and Case 2, but the outcomes are different. 

	Lenovo
	Option 2
	Similar to the Question 2, whether to trigger local rerouting by flow control feedback needs to be configured by CU.

If the rerouting is configured to be active, IAB node will select one available egress BH link during rerouting based on the flow control feedback. But for the Case 2, both egress BH links are unavailable, then rerouting is unnecessary.

	CATT
	-
	We don’t think case 2 is a valid case.

	vivo
	Option2
	We think at least RAN2 needs to specify the threshold (available buffer size) that triggers the local re-routing. To save signalling cost, the indication of the threshold can be seen as the flag of whether to enable the whole local re-routing mechanism (except for the BH RLC case). 

	Samsung
	Option 2
	As Kyocera point out, we could have multiple back-up links so Case 2 needs rewording. In any case, we don’t see the relevance of Case 2 for rerouting?

	LG
	Option 2
	We prefer to have predictable IAB node behavior for local re-routing, but it seems the case 2 is not a valid case.

	Ericsson
	Option 2
	A threshold on the available buffer size indicated in the flow control feedback can be beneficial. We agree with above companies that in case 2 there should not be any local routing.

	ZTE
	Option 2
	As mentioned by Kyocera, there may be more than two links for DL re-routing. We think threshold may be configured by IAB node to determine whether the re-routing is triggered due to congestion.

	Sony
	Option 2
	We think that we need to specify the trigger condition and case 2 seems not valid.

	Qualcomm
	Option 1
	Obviously, case 2 does not make any sense. Why would a node reroute traffic from one congested link to another congested link? 
Do we really need to specify that this should not be done?

	Fujitsu
	Option 2
	We think the BAP layer behavior needs to be specified to be consistent among different IABs.

One way to specify the behavior is to use a threshold on available buffer size, which is already in the flow control indication. The threshold is configured by donor-CU.

	Intel 
	Option 2 
	Setting a threshold to trigger local rerouting based on congestion can help the IAB-donor-CU to control the behavior of local rerouting at the intermediate IAB-node.  

For case 2, the threshold will not be triggered, as both links are congested. Hence, IAB-node cannot perform local rerouting.

	ETRI
	Option 2
	Only case 1 is valid scenario for local rerouting due to congestion.

	Canon
	Option 1
	We agree that an IAB-node can trigger local re-routing based on flow control feedback. The decision to do so is up to implementation. 

However, we also think that an IAB-node may notify the IAB-donor of the detection of BH link issues that require some reconfiguration at IAB-donor level . This could apply to Case 1 or Case 2, especially when the issue is a long-term one, e.g. a sequence of congestion detection/congestion recovery.  

	Huawei, HiSilicon
	Option 1
	If companies think local re-routing is used in case 1 but not in case 2, this should be clarified in the specification.

	Futurewei
	Needs further discussion
	It seems a bit premature to us to decides whether case 2 triggers any specific action. We prefer to first finalize our discussions on how BH flow control feedback triggers re-routing in general, and what new information (if any) will be introduced for this purpose. For example, if the feedback will provide some indication of the “severity” of congestion (then Option 2 would make sense) vs. if the congestion indication is simply binary (congestion/no congestion). 

	Nokia
	Option 2
	To maximize alignment with Rel-16, local re-routing should be allowed only for not transmitting more than the indicated Available buffer size.


Summary:

Majority companies consider only case 1 is the local re-routing case. Therefore, the observation below can be the common understanding.
Observation 4: IAB-node will not perform local re-routing if the back-up link is considered as congested based on the DL flow control feedback.

The proposals will be given together with below question 7.

If we use option 2, the IAB-node BAP layer behavior (i.e. sol. 1-4) in each case should be discussed.

Sol.1: continue to transmit on primary link

Sol.2: suspend the transmission

Sol.3: re-route to the backup link

Sol.4: up to IAB implementation

Question 7: If prefer option 2 in Q6, which solution do you prefer for each case?
	Companies
	Case1
	Case2
	Comments

	Kyocera
	Sol.3
	Sol.2
	

	Lenovo
	Sol.3
	Sol.2
	For Case 1, the packets will be rerouted to the backup link if rerouting is configured to be active.

For the Case 2, both egress BH links are unavailable, then rerouting is unnecessary. In addition, the BAP entity will suspend the transmission and wait for the availability on either of the egress link.

	CATT
	Sol.3
	Sol.2
	However, current specification is enough.

	vivo
	Sol.3
	Sol.2
	

	Samsung
	Sol.3
	Sol.2
	

	LG
	Sol.3
	Sol.2
	

	Ericsson
	Sol.3
	Sol.4
	We do not think we need to spend time specifying solution for the case 2. It should be a very rare case that all the configured links are congested at the same time. Additionally, when congestion happens, we have the congestion notification from IAB node to CU that aids the CU to reconfigure links/traffics as soon as possible. Specifying suspending/resuming actions is not necessary.

	ZTE
	Sol.3
	Sol.4
	

	Sony
	Sol.3
	Sol.2
	

	Qualcomm
	Sol. 3
	Sol.2/4
	Again, this is obvious. Do we really need to specify anything here? 

	Fujitsu
	Sol.3
	Sol.1
	We don’t think suspending the transmission is necessary in case 2. We can keep the R16 behavior in this case, and let other mechanism to handle it, such as e2e congestion control.

	Intel 
	Sol. 3 
	Sol.2 
	 

	ETRI
	Sol.3
	Sol.2
	

	Huawei, HiSilicon
	Sol.3
	Sol.2
	

	Futurewei
	Sol. 3
	FFS
	For Case 1 we assume that Solution 3 is allowed (per the previous RAN2 agreement). However, whether this behavior will be mandated by the standard, configured, or left up to implementation, needs further discussion.

Regarding Case 2, please see response to Question 6 above.

	Nokia
	Sol.3
	Other
	Case2: do not transmit more than the indicated Available buffer size. And if the flow-control feedback indicates a non-zero Available buffer size (even if below the configured threshold), then that much data can indeed be sent on the link (instead of suspending)


Summary:

Majority companies prefer to use local re-routing for case 1 and suspend the transmission for cases2. (i.e. Sol.3, Sol.2). There are some considerations to leave the case 2 as implementation or FFS.
Based on the companies’ view in question 6/7, following proposals/observations can be the common understanding.

Proposal 5a:[For discussion] if both primary and back-up link(s) are congested, IAB should suspend the transmission.

To make the above observations/proposals clear, rapporteur proposes the Text Proposal to implement above proposals/observations on the impact to child node (i.e. how to perform the local-rerouting based on flow control feedback.)
From specification point of view, the “link congested” is considered as “not available” as in R16. In that manner, IAB-node will not local re-route data to the congested link. However, IAB-node should be allowed to transmit even if it is congested in single next hop node case. So, “may” is used here rather than “shall”.
Proposal 5b: [For discussion] Add NOTE for local-rerouting based on flow control feedback in TS 38.340 section 5.2.1.3: “NOTE: An egress link may be not considered to be available for a [BAP routing ID and/or BH RLC channel], if it is determined as congested based on the received flow control feedback in sub-clause 5.3.1.”
Clarification: since the granularity is still under discussion, here [BAP routing ID and/or BH RLC channel] is used, which means it can be updated according to the agreement on the granularity.
	5.2.1.3
Routing

The BAP entity performs routing based on:

-
the BH Routing Configuration derived from an F1AP message as specified in TS 38.473 [5].

Each entry of the BH Routing Configuration contains:

-
a BAP Routing ID consisting of a BAP address and a BAP path identity, which is indicated by BAP Routing ID IE, and

-
a Next Hop BAP Address which is indicated by Next-Hop BAP Address IE.

For a BAP Data PDU to be transmitted, BAP entity shall:

-
if the BAP Data PDU corresponds to a BAP SDU received from the upper layer, and
-
if the BH Routing Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BH-RLC-Channel by RRC:

-
select the egress link on which the egress BH RLC channel corresponding to defaultUL-BH-RLC-Channel is configured as specified in TS 38.331 [3] for non-F1-U packets;

-
else if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select the egress link corresponding to the Next Hop BAP Address of the entry;

NOTE 1:
An egress link is not considered to be available if the link is in BH RLF.
NOTE 2:
For each combination of a BAP address and a BAP path identity, there should be at most one entry in the BH Routing Configuration. There could be multiple entries of the same BAP address in the BH Routing Configuration.

-
else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;

-
select the egress link corresponding to the Next Hop BAP Address of the entry selected above;

NOTE y: An egress link may be not considered to be available for a [BAP routing ID and/or BH RLC channel], if it is determined as congested based on the received flow control feedback, as defined in sub-clause 5.3.1.


Issue B: How to determine the “congested” considering flow control feedback
The detailed issue here is how the IAB-node determine whether some data is considered as “congested” considering flow control feedback, for the purpose of local re-routing.

Option 1: Up to IAB implementation 

Option 2: Based on configured threshold of available buffer size (e.g. {0, x, y, z} bytes)

Option 3: Others (To add if any)

Question 8: Which option do you prefer to determine the “congested” based on the flow control feedback, for the purpose of local re-routing? 
	Companies
	Option 1/2/3?
	Comments

	Kyocera
	Option 2
	We assume the donor configures the IAB-node with the threshold, while we’re wondering if it may be an option that the child node indicates the threshold to its parent. 

	Lenovo
	Option 2
	Based on the agreement from last meeting:

Local re-routing based on flow control feedback is allowed based on certain value of available buffer size.

A BAP routing ID is considered as congested if the available buffer size is lower than a configured threshold. In addition, the BAP routing ID may return to be not congested if the available buffer size is larger than the configured threshold reported by the next feedback.

	CATT
	Option 1
	We don’t see stronger motivation than Rel-16 in which the “congested” is decided by IAB-node itself.

	vivo
	Option 2
	We assume there are two individual thresholds. 

· Threshold A is specified in R16 and used to decide whether to trigger flow control feedback; (left unspecified)
· Threshold B is used to decide whether to trigger local re-routing. (This is what we discussed here)
In our understanding, local re-routing should be used only in case the flow control mechanism is unable to handle the congested situation, therefore Threshold B should be set higher to A (so that local re-routing is to be triggered in more severe scenarios). 
If Threshold B is not provided by IAB-donor-CU, then local re-routing based on flow control feedback shall be disabled.

	Samsung
	Option 2
	Same understanding as Lenovo.

	LG
	Option 2
	We think that local rerouting should be under IAB-donor CU control and option 2 can achieve this.

	Ericsson
	Option 2
	Since in Rel.17 the IAB node can perform a local routing based on the received flow control feedback, it is better if the CU can configure when this local routing can really take place depending on the available buffer size of the child.

	ZTE
	Option 2
	We think IAB node could determine whether the backhaul link is congested based on configured threshold of available buffer size.

	Sony
	Option 2
	

	Qualcomm
	Option 2
	

	Fujitsu
	Option 2
	Based on the agreement from last meeting:

Local re-routing based on flow control feedback is allowed based on certain value of available buffer size.

There can be different thresholds for per-routing-ID and per-BH-RLC-channel flow control feedback, respectively.

	Intel 
	Option 2 
	To be more specific, the congestion threshold is set at the IAB-node who can perform local rerouting, the threshold is configured by IAB-donor CU to help IAB-node to decide when to perform local rerouting based on the received flow control feedback. 
When to send a flow control feedback remains the same as in Rel-16.

	ETRI
	Option 2
	

	Canon
	Option 1
	Options 1 and 2 are both acceptable

	Huawei, HiSilicon
	Option 2
	

	Futurewei
	Option 2 or Option 3
	One example for Option 3 (others) might be to provide some estimate of expected downstream latency per BAP address/Routing ID. Such an approach could be feasible for example, if we agreed to make further enhancements for reduce transmission latency.

	Nokia
	Option 3
	Based on “specified” threshold of available buffer size (e.g. {0, x, y, z} bytes)


Summary:

Clear majority prefer/is acceptable to use the configured threshold to determine if the link is congested.
Proposal 6: [Easy][15 vs. 1] A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.
Issue C: The granularity of local re-routing triggered by flow control feedback
This issue is the granularity of the data to be re-routed upon receiving flow control feedback.

Option 1: per routing ID

Option 2: per BH RLC CH

Option 3: Support both option 1 and 2

Question 9: Which option do you prefer on the granularity of flow control feedback triggered local re-routing? 
	Companies
	Option 1/2/3?
	Comments

	Kyocera
	Option 1
	We assume the donor provides the alternative route (with Routing ID). 

	Lenovo
	Option 1
	Since the bearer mapping is performed only after the routing path has been determined based on the procedure as specified in TS 38.340, and there still some BH RLC CHs are available although other BH RLC CHs are indicated as congested.
Therefore, for the per BH RLC CH flow control feedback, it’s more reasonable to trigger bearer remapping rather than rerouting.

	CATT
	Option 3
	Align with the granularity of flow control.

	vivo
	Option 1
	Unlike per routing ID flow control feedback, per BH RLC CH only reflects that the congestion occurs for some CHs over a single BH link, where the BH link might be in overall good condition (only with part of the BH RLC CHs congested). The preferred solution in this case would be to solve the issue by forwarding the data from the congested CHs to other available CHs that within the same BH link.

An alternative would be that we simply support local re-routing based on the per routing ID flow control feedback.

	Samsung
	Option 3
	But for Option 2, it should not be called ‘re-routing’.

	LG
	Option 1
	Considering routing operation, we prefer option 1. But option 3 is also acceptable.

	Ericsson
	Option 1
	We agree with previous comments that local routing to another link should be mainly driven by congested link rather congest BH RLC channel, for which a simple bearer remapping may be more efficient. 
Additionally, Option 2 might not applicable for some situations. For instance, traffic with a specific BAP Routing ID that is mapped to a BH RLC CH (on the congested egress link) for which an alternative egress link does not exist in the routing table.

	ZTE
	Option 1
	No matter whether per routing ID or per BH RLC CH flow control feedback is received, local re-routing could be performed only if an alternative path could be found for the corresponding BAP routing ID.

	Sony
	Option 1
	Local re-routing is based on routing ID.

	Qualcomm
	Option 3
	Flow control feedback is reported per routing ID and per BH. Local rerouting should be applicable with the same granularity. 

	Fujitsu
	Option 3
	Align with the granularity of hbh flow control. 

For option 2, we think the IAB chooses egress BH RLC channel on another egress link. The BH RLC channel mapping on different links is already (or should be) configured by donor-CU. The re-routing can still use the alternative routes configured by donor-CU, similar to option 1. In this way, the QoS parameters for re-routed data are consistent.

	Intel 
	Option 3 
	The IAB-node can decide the granularity of local rerouting based on the received flow control feedback, either per routing ID or per BH RLC channel, when the back-up link is available.

	ETRI
	Option 3
	Both options are applicable since flow control feedback is delivered by routing ID. or BH RLC channel.

	Canon
	Option 3
	As the BH RLC channel(s) and routing ID(s) to be included in the flow control feedback is up to IAB node implementation , we think that both option 1 and 2 should be supported

	Huawei, HiSilicon
	Option 1
	Agree with Samsung that per BH RLC CH level is not “re-routing” anymore.

	Futurewei
	At least Option 1, could be open to Option 3 also if not too complex
	Option 1 seems most useful and simplest to specify.

It’s not entirely clear to us how re-routing would be implemented in response to BH RLC CH flow control. It would seem that the IAB node receiving the flow control info would then need to further differentiate which bearers mapped to that specific BH RLC CH based on Routing ID, and accordingly apply alternative routing differently or selectively. Whether this would provide additional benefits compared to only supporting Option 1 is not obvious to us.

	Nokia
	Option 3
	


Summary:
Per routing ID: (Kyocera, Lenovo, vivo, LG, Ericsson, ZTE, Sony, Huawei, HiSilicon, Futurewei)
Both: (CATT, Samsung, Qualcomm, Fujitsu, Intel, ETRI, Nokia)
Rapporteur’s understanding on the per BH RLC CH level (also commented by some companies): Local re-routing is the routing function, during which the egress BH RLC is not determined yet. In this per BH RLC CH option, BAP has to determine the egress BH RLC CH and check the congestion status, before the local re-routing, which makes the BAP modeling quite complicated. It is like “routing->BH RLC determination->local re-routing->BH RLC determination again”.
Therefore, it is proposed to start from per routing ID level local re-routing based on the flow control feedback, considering the opponents prefer both.
Proposal 7: [For discussion][9 vs. 6] The granularity of flow control feedback triggered local re-routing is per routing ID as baseline. 

Issue D: whether/how the local re-routing based on flow control feedback is configurable

As the FFS point from last meeting, the discussion is about whether the local re-routing based on type-2 indication is configurable.
Question 10: Whether the local re-routing based on flow control feedback is configurable or not? Please also explain your understanding on how this is done.
	Companies
	Yes/No?
	Comments

	Kyocera
	Yes
	We think it’s configurable by the donor, and the threshold in Q8 may be used for implicit configuration of local rerouting upon flow control feedback. 

	Lenovo
	Yes, but
	It’s to configure whether to perform rerouting based on the flow control feedback.

But it needs to clarify that it’s only for the per BAP routing ID flow control feedback.

	CATT
	No
	As Rel-16

	vivo
	Yes
	See Q6/8

	Samsung
	Yes
	

	LG
	Yes
	We think that IAB-donor CU can configure an alternative link which is allowed to be used for local rerouting. Even though there are available alternative links, if all alternative links are not allowed for local rerouting by the IAB-donor CU configuration, the IAB node considers that local rerouting based on flow control feedback is not configured. If there is an alternative link which is allowed for local rerouting by the IAB-donor CU configuration, the IAB node considers that local rerouting based on flow control feedback is configured.

	Ericsson
	Yes
	See our answer to Q8.

	ZTE
	No
	We think no explicit configuration is needed. Flow control feedback based local re-routing could be performed by IAB node if the threshold of available buffer size is configured.

	Sony
	Yes
	IAB-donor CU can configure whether local re-routing is allowed when flow control feedback has been received.

	Qualcomm
	Yes
	The thresholds should be configurable. It should also be possible to turn it on or off.

	Fujitsu
	Yes
	The threshold on available buffer size can be used implicitly.

	Intel 
	Yes 
	See our response in Q5. 

	ETRI
	Yes
	

	Huawei, HiSilicon
	Yes
	

	Futurewei
	Yes
	

	Nokia
	No strong view
	If the thresholds are configurable, the configuration can be understood implicitly. Once the threshold is standardized (fixed), it can be turned on/off


Summary:

Yes: (Lenovo, Samsung, Ericsson, ETRI, Sony, Huawei, HiSilicon, Futurewei)

-
Explicit manner: by configuring whether to perform rerouting based on the flow control feedback (Intel)

-
Implicit manner: considering the configuration of threshold as enabling. (Kyocera, Qualcomm, Fujitsu, vivo)
No spec impact manner: by configuring the alternative path (LG, ZTE), IAB implementation (CATT)
If we consider the difference between “separate indication” and “reusing threshold indication” as the ASN.1 design details, it is clear majority’s view as the following proposal.
Proposal 8: [Low priority] [12 vs. 3] Whether to perform the local re-routing based on flow control feedback is configurable, via explicit configuration. The detailed ASN.1 design is postponed to future meeting.
2.1.4 Others

Issue A: UL flow control feedback triggered local re-routing

Another open issue is whether the local re-routing can also be triggered by UL flow control feedback, since we already agreed the DL case. This will support the local re-routing based on flow control feedback in bi-direction in R17. This means similar BAP control PDU as DL flow control feedback will be introduced.

Question 11: Do you agree to support UL flow control feedback triggered local re-routing? 
	Companies
	Yes/No?
	Comments

	Kyocera
	No
	We don’t think UL flow control feedback has been agreed, but we’re in general open to discuss UL local rerouting, while we see it’s similar to Type 2 BH RLF Indication. In this sense, we’re wondering if it’s possible option to introduce an additional condition to send Type 2 Indication, e.g., when “the link condition is not so good” or “local rerouting is requested to descendant nodes”. 

	Lenovo
	Yes
	Rerouting by the UL flow control feedback should be supported as DL.

	CATT
	Yes
	We see some benefit of this type of local re-routing.

	vivo
	Yes 
	

	Samsung
	No
	UL flow control has not even been agreed and this question should not be discussed until introduction of UL flow control is agreed or otherwise.

	LG
	No
	Local re-routing based on the type-2 indication and flow control feedback has clear agreements and FFS for further discussing details in the chairman’s note, but nothing has been agreed to support local re-routing based on UL flow control feedback. The clear fact is that the UL flow control feedback triggered local re-routing is not an open issue and this is clearly deprioritized earlier.

	Ericsson
	No
	UL flow control feedback was not included in the list of remaining open issues during RAN2#113. Hence it should not be considered at this stage.

	ZTE
	No
	Currently there is no conclusion on UL flow control feedback. And we think there is no need to introduce UL flow control feedback triggered local re-routing.

	Sony
	-
	We are open to further discuss UL flow control feedback.

	Qualcomm
	No
	We cannot discuss local rerouting based on UL flow control feedback without having UL flow control feedback in place.

	Fujitsu
	Yes
	It is similar to the DL flow control.

	Intel 
	Yes 
	If UL flow control feedback is agreed, we agree to support it can trigger local re-routing. 

	ETRI
	Yes
	We think UL flow control feedback is beneficial, even though RAN2 did not agree on it

	Canon
	Yes
	As a congestion is likely to arise in both uplink and downlink, we support UL flow control feedback and agree that the local re-routing can also be triggered by UL flow control feedback .

	Huawei, HiSilicon
	Yes
	As to the comments from Ericson: UL flow control belongs to the local-rerouting topic, rather than the fairness/congestion/latency objective.

As to the comments from ZTE: If RAN2 agree on the need of UL flow control for the local re-routing purpose, the control PDU should be introduce then. 

	Futurewei
	Yes
	We are supportive of the introduction UL flow control feedback in Rel. 17. If UL flow control is agreed, then we may also consider local UL rerouting based on such feedback.

	Nokia
	Yes
	


Summary:

Yes: (Lenovo, CATT, vivo, Sony, Fujitsu, Intel, ETRI, Canon, Huawei, HiSilicon, Futurewei)

No: (Kyocera, Samsung, LG, Ericsson, ZTE, Qualcomm)
Considering slightly majority prefer to support the UL flow control feedback, it is reasonable to keep the feature as FFS for RAN2 discussion at least.
Proposal 9: [Low priority][10 vs. 6] FFS to support UL flow control feedback triggered local re-routing. 
Issue B: Others
Question 12: Do you see any other open issues not covered above for local re-routing? (with inter-donor-DU/inter-CU specific issue to be discussed in section 2.2 and 2.3) 
	Companies
	Comments

	Kyocera
	We’re wondering if the IAB-node may re-write BAP headers, i.e., Routing ID (similar to Option 4 for inter-topology routing), upon local rerouting, in case the donor explicitly provides the alternative routes (with Routing ID). 

	Samsung
	Agree with Kyocera that BAP header rewriting should be considered.

	Fujitsu
	We need to discuss the control plane behavior for uplink re-routing. How to ‘re-route’ RRC/NAS of IAB-MT upon reception of type-2 BH RLF indication needs to be addressed, since RRC/NAS does not go through BAP at this node. Current BAP re-routing does not cover this case. Some enhancements are needed for control plane transmission in this scenario.

	Canon
	RAN2 should discuss how to differentiate the short-term BH link issues that could be handled at IAB-node level, by applying local rerouting for instance, from the long-term BH link issues that would require some reconfiguration of all or part of the topology at IAB-donor level .


Summary:
Kyocera, Samsung raise the issue to support BAP header rewriting for local re-routing. 

[Rapp]: This depends on the conclusion in question1, i.e. whether to change the R16 local re-rerouting solution. It can be discussed after RAN2 make progress on the above issues.

Fujitsu raise the issue to support rerouting for IAB-MT’s RRC message.

[Rapp]: This is kind of SRB path change in access link, which is not considered as BAP (re)routing solution in BH link. If other companies see the benefits, we can discuss the issue in contribution driven manner.

Canon raise the issue on differentiation on short-term and long-term BH issue.

[Rapp] This can be discussed in the congestion objective on the congestion report to CU, probability in RAN3.
2.2 Inter-donor-DU re-routing  

2.2.1 BAP solution for inter-donor-DU re-routing

Issue A: How to re-route the data to target donor-DU

Based on the R3 LS R3-211298 on inter-donor-DU re-routing, RAN2 should discuss how to support the BAP routing towards the target IAB-donor-DU.

	RAN3 discussed the inter-donor-DU re-routing and achieved the following agreement in RAN3-110e meeting:

Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS  

In this RAN3-111e meeting, the following two issues related to the inter-donor-DU UL re-routing are discussed:

· Issue 1. Source IP filtering. This issues mainly focuses on how to solve the potential discarding problem for the re-routed packets which is resulted from the deployed source IP address filtering mechanism in the target IAB-donor-DU, and potentially the transport network nodes.

· Issue 2. BAP routing towards the target IAB-donor-DU. This issue mainly focuses on how to enable the re-routed packets being routed to the target IAB-donor-DU, when the destination BAP address in the BAP routing ID of the re-routed packets does not correspond to target IAB-donor-DU. 

RAN3 assumes that issue 2 should be handled by RAN2. So RAN3 would like to ask RAN2 to discuss solutions for issue 2 to support the inter-donor-DU re-routing.


Observation 1: Target donor-DU has different BAP address as the original one in the BAP header for inter-donor-DU re-routing data.

Observation 2: As in R16, BAP PDU including the BAP address, which is neither the IAB-node’s BAP address nor included in the configured routing table, will be discarded by intermediate IAB node.

Therefore, the data with source donor-DU BAP address cannot be routed to the target donor DU, since the original BAP address is not supported in the target path routing table. To solve this issue, one approach is to rewrite the BAP header for inter-donor-DU re-routing data, while another approach is to modify the BAP behavior in the target path to route the data with un-matched BAP address.
Option 1a: “Previous routing ID to new routing ID” BAP header rewriting 

Option 1b: “Previous BAP address to new BAP address” BAP header rewriting

Option 2: Not rewriting the BAP header, but to change the BAP behavior at the IAB-nodes/donor-DUs in the target path.

Option 3: others if any

Note that RAN2/3 also has the following agreements. Option 1a is more aligned with the spirit of unified solution between inter-donor-DU re-routing and inter-CU (re-)routing. 

	· RAN3#111-e: One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios

· RAN3#112-e: Inter-topology BAP routing option 4 is supported. 

· RAN2#114-e: RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4


Question 13: Which option do you prefer on for inter-donor-DU re-routing? 
	Companies
	Option?
	Comments

	Kyocera
	Option 1a
	We prefer a common solution for inter-donor-DU rerouting and inter-topology routing, and possibly for intra-donor local rerouting. We think RAN2 already assumes Routing ID in BAP header is rewritten. 

	Lenovo
	Option 1a/ Option 1b
	Based on the agreements above, Option 1a or Option 1b has already been agreed.

Option 1b which only rewrite the BAP address can work for inter-donor-DU re-routing. While Option 1a can finely facilitate the load balance among egress routing paths in the boundary IAB node, but Option 1a needs much more configuration updates than Option 1b.

Therefore, Option 1b can work as baseline, and Option 1a can be regarded as the optional enhancement for Option 1b.

	
	
	

	CATT
	Option 1b
	We think option 1b is enough to deal with the case that two BAP addresses in two DUs. And local rerouting mechanism in Rel-16 that only BAP address is used for re-routing can be reused.

	vivo
	Option 1a
	Prefer a common solution for both scenarios, since 1a was already agreed in inter-CU routing, we see no strong motivation to specify 1b.

	Samsung
	Option 1a
	Options other than 1a and 1b are precluded by existing agreements. Option 1b – while feasible – may contradict the RAN3 agreement on a unified solution and should be FFS.

	LG
	Option 1a
	Option 1a can be a unified solution to cover all cases.

	Ericsson
	Option 1a
	We have already agreed to have BAP header rewriting based on BAP routing ID for inter-topology routing. Same approach can be used for inter-DU routing.

	ZTE
	Option 1a
	After the re-routing path is selected, IAB node shall update the BAP header of the data packet with the new BAP routing ID of the re-routing path. Otherwise, the re-routed packets would be discarded at the donor DU/intermediate IAB node in the re-routing path since the destination BAP address contained in the BAP header may be not included in the configured BH Routing Configuration and is not the BAP address of its own.

	Sony
	Option 1a
	

	Qualcomm
	Option 3
	This RAN3 agreement, cited above, does not refer to inter-donor-DU rerouting:

· RAN3#111-e: One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios

So please do not believe that the solution for inter-donor topology transport can be readily applied to inter-donor-DU local rerouting!
Further, the following solution has been proposed before and is missing above:

Donor DUs are configured with the same BAP address, and the primary routes to different donor DUs are differentiated based on path ID. 

This can already be done via implementation. No new behavior needs to be defined.

	Fujitsu
	Option 1a
	We also prefer a common solution for inter-donor-DU re-routing as well as topology redundancy. The complexity of option 1a/1b is similar for boundary node, however, option 1b will introduce re-routing during the consequent hops since without path ID rewriting the original path ID may not in the routing table.

	Intel 
	Option 1a 
	We prefer a common solution to support BAP header re-writing in re-routing scenarios. 

	ETRI
	Option 1a
	Unified solution for inter-donor-DU re-routing and inter-CU (re-)routing

	Canon
	Slight preference for Option 2
	All options 1a/1b/2 are acceptable. 

Option 2 fits with RAN3 discussion about a tunnel between source Donor-DU and target Donor-DU .

In option 2, the IAB-donor-CU provides routing configuration information to the IAB-nodes with at least one entry with the destination BAP address being the BAP address of the targeted IAB-donor-DU (indicated in the BAP header), and the path ID and the next hop BAP address of the entry indicating an alternative path towards another IAB-donor-DU. With such entry, the IAB-nodes can follow the routing operations defined in Rel-16 to route a BAP PDU up to an IAB-donor-DU different from the IAB-donor-DU targeted by the BAP Routing ID in the header.  To avoid discarding a received BAP PDU at an IAB-donor-DU because the destination BAP address is different from its unique BAP address, the IAB-donor-DU may be configured by the IAB-donor-CU with a new filtering condition. 

For option 1a/1b, we propose to gather IAB-donor-DUs into group s identified by a Group ID. The Group ID would be provided by the IAB-donor-CU to the IAB-nodes as an additional parameter in their BH routing configuration. Thus, an IAB-node willing to re-route a BAP PDU in the upstream direction, would be able to select an alternative destination BAP address that belongs to the same group as the destination BAP address indicated in the BAP header of the BAP PDU.

	Huawei, HiSilicon
	Option 1a
	This is the simple and unified BAP behavior.

	Futurewei
	Option 1a
	Our understanding is that 1a is somehow already agreed for the inter-CU rerouting case. As such, it would seem strange if we do not allow a similar mechanism to also be used for the inter-donor-DU rerouting case.

Note that this should in no way prevent the use of other mechanisms that could be done via implementation (e.g. the solution proposed by QCM above)

	Nokia
	Option 3
	Destination address for upstream traffic is configured as specific to CU (and not to donor DU). Each Donor-DU is still configured with a unique BAP address which is used in routing configuration as next hop BAP address


Summary:
Option 1a: (Other companies except CATT and Qualcomm, also acceptable to Canon)
Option 1b: (CATT)
Option 2: (Canon)
Option 3: Donor DUs are configured with the same BAP address, and the primary routes to different donor DUs are differentiated based on path ID. (Qualcomm)
· [Rapp]: “Donor DUs are configured with the same BAP address” is against the R16 BAP address management principle.
Option 1a is the clear majority, considering other option only has one companies supporting. Therefore, it is proposed:
Proposal 10: [Easy][13+ vs. 3] For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.
Issue B: The applied scenarios

We also need to clarify the supported scenarios for inter-donor-DU re-routing. Following cases are given:

Case 1 NR-DC among donor-DUs: A dual connected IAB-node, which has at least two paths towards different IAB-donor-DUs via two parent nodes, suffers RLF on one BH link with one parent node.

Case 2 inter-donor-DU recovery: A single connected IAB node suffers RLF on its BH link towards its parent node, and recovers at a new parent node which connects to a different IAB-donor-DU.

Case 3 inter-donor-DU migration: A single connected IAB node migrates to a new parent node which connects to a different IAB-donor-DU.
Question 14: Do you agree to support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration? 
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	

	Lenovo
	Yes
	

	CATT
	Yes
	

	vivo
	Yes
	

	Samsung
	Yes
	

	LG
	Yes
	

	Ericsson
	No to case 2 and 3
	A bit confused about the terminology re-routing used in this question. The re-routing should be used as a temporary solution for certain temporary events, e.g. type-2 RLF reception, flow control feedback etc. In case of recovery, i.e. reestablishment to another node, or migration, then a new routing table configuration should be provided and there is no need to use the terminology “re-routing” in such scenarios.

	ZTE
	Yes
	

	Sony
	Yes
	

	Qualcomm
	Only cases 1 and 3
	For case 2: This is useless. RLF recovery takes so much time that PDB or TCP RTO has already expired. 

For case 3: Local rerouting allows to recover in-flight UL packets that were sent to the source donor DU before the migration.

	Fujitsu
	Yes
	

	Intel 
	Yes 
	As we replied in Q2, when RLF occurs, both BH links of a NR-DC IAB-node are not always exists. From our understanding, when MCG link is RLF and SCG link is released/changed during RRC reconfiguration, it is the same as case 2 listed above, that is IAB-node need to recover at a new parent node. 

	ETRI
	Yes
	

	Canon
	Yes
	We agree to support cases 1/2/3.

Note: case 1 seems to be already addressed by the options proposed in Question 13.

	Huawei, HiSilicon
	Yes
	

	Futurewei
	Yes
	Some companies seem to have reservations with case 2. For example, QCM mentions that the RLF recovery make take so much time that inter-donor-DU rerouting may not be useful for this case. However, as mentioned below, RAN3 has already agreed that rerouting of F1 transport can be used in the case of inter-donor-CU RLF recovery. Therefore, we are not sure we understand why the same would not also apply to the inter-donor-DU RLF recovery case.

	Nokia
	Yes
	


Summary:
Majority is fine with all cases.

For the concern to case 2/3 (raised by Ericsson, Qualcomm), it is the rapporteur’s understanding:
For example in case 2, the local re-routing is for the buffered BAP data during inter-donor-DU recovery. Some BAP Data PDU from descendant node is not able to be routed to the original path upon IAB-MT’s recovery (added with the BAP header to the original donor-DU). After recovery, this IAB node can be configured with the “BAP header rewriting table” for inter-donor-DU rerouting. Otherwise, those data with original BAP header is not able to route and will be lost.

Proposal 11:[Easy][14 v. 2] Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.

2.2.2 Others

Question 15: Do you see any other open issues not covered above specific for inter-donor-DU re-routing? 
	Companies
	Comments

	
	

	
	

	
	

	
	


2.3 Inter-CU re-routing  

Issue A: whether to support inter-CU re-routing

In addition to the agreed inter-CU routing and inter-donor-DU re-routing, it is straight forward to also support the inter-CU re-routing, which seems also implied by the following RAN3 agreement
	· RAN3#111-e: When the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and re-routed via the recovered path


Question 16: Do you agree to support inter-CU re-routing? 
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	

	Lenovo
	Yes, but
	The inter-CU rerouting here is only a case of inter-donor-DU rerouting where the source IAB-donor-DU and the target IAB-donor-DU are belonging to different IAB-donor-CUs.

	CATT
	Yes
	

	vivo
	Yes
	Share similar view with Lenovo

	Samsung
	Yes
	

	LG
	Yes
	

	Ericsson
	Yes, but need to clarify when to use the terminology re-routing.
	We need to clarify the usage of the terminology re-routing. In our understanding, the terminology re-routing should be used in this case only when the F1 connection is retained at the original donor (as stated in the RAN3 agreements). For the cases in which the F1 connection is migrated to the target donor, then the terminology re-routing is not appropriate since in that case all the routing tables will be reconfigured.

	ZTE
	Yes, but
	Inter-CU re-routing can be supported only when the IAB-node connects to a new donor-CU but ongoing F1 transport connections of the IAB-node and its descendant nodes are still retained with the original donor-CU. If the F1 transport connection of the IAB node and its descendant node transfers to new donor-CU, the re-routing is meaningless. 

	Sony
	Yes
	

	Qualcomm
	Yes, however…
	Agree with Ericsson and ZTE.

	Fujitsu
	Yes
	

	Intel 
	Yes 
	Agree with Ericsson and ZTE.

	ETRI
	Yes
	

	Canon
	Yes
	

	Huawei, HiSilicon
	Yes
	

	Futurewei
	Yes
	

	Nokia
	Yes, but
	In general, a given BAP address is valid under a given donor CU only.


Summary: 
Majority is fine to support the inter-CU rerouting, with some clarification as commented by Ericsson and ZTE. Therefore, the proposal is formulated as:

Proposal 12:[Easy] [16 vs. 0] Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.

Issue B: Inter-CU re-routing specific issue
It seems the inter-donor-DU re-routing solutions discussed above can be also used for the inter-CU re-routing case. Note that we will leave the RAN3 specific issue, if any, on inter-CU re-routing up to RAN3.

Question 17: Do you see any extra inter-CU specific issue, in addition to use the same solution of inter-donor-DU re-routing, from RAN2 perspective? 
	Companies
	Comments

	Nokia
	The intra-CU and inter-CU cases seem different because in general, a given BAP address is valid under a given donor CU only.

	
	

	
	

	
	


2.4 Inter-CU routing
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Inter-CU topology redundancy        Inter-CU partial migration

Terminologies to be used in this email discussion:

Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU.

First topology: the topology fragment before the boundary node for a traffic.
Second topology: the topology fragment after the boundary node for a traffic.


Concatenated traffic: the traffic routing across two topologies which belong to different CUs.

Non-concatenated traffic: the traffic routing across two topologies which belong to one CU.
2.3.1 BAP routing at the boundary node

Issue A: Rewriting table

As agreed in R2/3, option 4 will be used (i.e. routing ID based rewriting at the boundary node). Another key point is to discuss/confirm the rewriting table at the boundary node.

Since option 4 is only based on the routing ID, 1:N remapping cannot be supported from “previous routing ID” to “new routing ID”, with no other information to determine the new routing ID.
Question 18: Do you agree to support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing?
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	However, we still tend to assume 1:N remapping “table” can be supported, whereby “N” just means the candidate routes and the boundary node may select one route from “N” candidate routes, e.g., the first entry of list. We assume it’s useful if the remapping table above is reused for “rerouting” case. 

	Lenovo
	Yes
	1:1 and N:1 mapping can be supported. We cannot see the motivation to introduce 1:N mapping at the boundary IAB node.

	CATT
	Yes
	

	vivo 
	Yes
	Since QoS information can be derived/obtained by the boundary IAB-node, we think 1:N mapping is not supported. 

	Samsung
	No
	BAP routing ID is used for the routing so that the packets with the same BAP routing ID should be transmitted via the same routing path. However, this does not indicate that all packets with same BAP routing ID should be transmitted via the same BH RLC CHs. In addition, the packets with the same BAP routing ID can be transmitted via the same routing path in the first topology; however, this does not mean such same routing path can be found in the second topology. This is why we think 1:N mapping should be supported as well.
The BAP header rewriting depends on how to perform the mapping at the boundary IAB node. (We think this is related to the issue C that follows as well.)

In our understanding, the mapping should be based on the information derived from the ingress packet, which includes: 1) BAP routing ID, 2) ingress BH RLC CH, and 3) prior-hop node. In addition to 1:1 and N:1 mapping, the 1:N mapping (1 BAP routing ID in the ingress link can be mapped to multiple BAP routing IDs in the egress link) is also possible. For example, in the ingress link, there are three types of traffic with the following information, 

· Type 1: BAP routing ID1+ Ingress BH RLC CH1+ Prior-hop BAP address 1
· Type 2: BAP routing ID1+ Ingress BH RLC CH2+ Prior-hop BAP address 1
· Type 3: BAP routing ID1+ Ingress BH RLC CH3+ Prior-hop BAP address 1
In this case, Type 1 can be mapped to “BAP routing ID5+ egress BH RLC CH1+ next-hop BAP address 1”; Type 2 can be mapped to “BAP routing ID6+ egress BH RLC CH2+ next-hop BAP address1”, Type 3 can be mapped to “BAP routing ID7+ egress BH RLC CH3+ next-hop BAP address1”

In summary, our view is as follows:

We agree to support the 1:1/N:1/1:N mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing

	LG
	Yes
	We are not sure which case needs 1:N mapping at the boundary node.

	Ericsson
	Yes. FFS 1:N
	1:1 and N:1 can be done. However, RAN2 can keep investigating the need/benefits of 1:N considering the combination of BAP routing IDs/BH RLC channels (as mentioned by Samsung).

	ZTE
	Yes
	

	Sony
	Yes
	

	Qualcomm
	Yes
	1:1 and N:1 can be done. 
N:1 can be done via implementation. 
1:N cannot be done.

	Fujitsu
	Yes
	

	Intel 
	Yes 
	If multiple BH RLC channels from the previous routing ID can be supported under the same routing ID, we don’t see any challenge to support with the same routing ID in the second topology, as long as the QoS requirement of different BH RLC CHs can be guaranteed. 

	ETRI
	Yes
	Both are done. But it needs to discuss on benefit of N:1 mapping.

	Canon
	-
	We may need some more information to answer this question, i.e. the actual meaning of 1:1, 1:N and N:1 (re)mapping

	Huawei, HiSilicon
	Yes
	The need of 1:N remapping is not convinced, even in R16.

	Futurewei
	Yes
	We are not clear whether N:1 mapping requires specifying anything different that 1:1 mapping.

We think that it makes sense to support the routing ID remapping at the granularity of the BH RLC channel. In this sense, it may make sense to configure the new Routing ID(s) together with the BH RLC channel mapping table, for specific BH RLC channel/Routing ID combinations.
With Option 4, if two packets have the same routing ID, and are received on the same ingress BH RLC channel, it would seem very difficult to remap these two packets to different routing IDs on the egress link. However, such remapping seems straight forward to achieve with Option 5.

	Nokia
	Yes
	


Summary:
Not supporting 1:N (Other companies, except Canon, Samsung, Ericsson)
Supporting 1: N mapping, e.g. using previous routing ID plus ingress BH RLC ID to determine the new routing ID (Samsung, Ericsson (FFS))
The example solution mentioned by Samsung seems workable. But, the understanding is that “agreed option 4 rather option 5” was due to the argument that RAN2 saw no need of 1:N remapping. 
Proposal 13: [For discussion][13 vs 1+] Support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.
Issue B: The BAP address added in BAP header in the first topology

Another key issue to be discussed here is to clarify the “BAP address” in the “previous routing ID” added in the first topology (i.e. BAP address added in access node for UL or in CU’2 donor-DU for DL).

Observation 1: The BAP addresses of two IAB-nodes/donor-DUs belongs to different CUs may be same.

The above observation makes the R16 principle (i.e. adding the real destination BAP address) not workable. 

Some solution examples are given here, but the email discussion is not intended to dig into the details and try to make solution down-selection. 

Example 1: Add the boundary node’s BAP address, in the BAP PDU header in the first topology;

Example 2: Add some proxy/pseudo BAP address of the real destination;

In those two examples, the BAP address added in BAP header in the first topology will be rewritten at the boundary node into the BAP address of the real destination BAP address. The different part among the examples is whether the BAP data arriving at the boundary node have the same or different BAP address. Also, the solution of this issue may impact on the solution down-selection for traffic identification in below issue.
Question 19: Do you think it is an open issue for inter-CU routing: What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node)?

If yes, it will be captured as “listing of Open issues” as the outcome of this email discussion.
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	We wonder the boundary node rewrites Routing ID including BAP address, so it’s not so big issue what BAP address is added by the access IAB-node for upstream traffic. In addition, we think the eventual goal is to deliver the BAP PDU to the destination, regardless of inter-CU routing. So, for upstream traffic, we wonder if the real destination BAP address should be still added as same with Rel-16, which is beneficial if RLF/local rerouting happens in the first topology. 

On the other hand, for downstream traffic, there is no destination in the first topology, so we think the donor-DU cannot assign the real destination BAP address in BAP header. In this case, we think some consideration is needed as the rapporteur suggested. In addition, we assume the boundary IAB-node rewrites the BAP header for the destination for the second topology (i.e., the real destination BAP address). 

	Lenovo
	
	Based on the agreement from last RAN3 meeting:

For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.

Example 1 can be used, and then the UL/DL packets can be routed to the boundary IAB node identified by the unique BAP address in the first topology.

	CATT
	Yes
	We think example 2 is OK.

	vivo
	Yes
	Opt1 is feasible, and it may require additional bits/field in the BAP header to indicate the to-be-rewritten routing ID in another topology, but we are open to discuss the issue.

	Samsung
	Yes
	We think this issue is a part of issue on BAP routing ID setting in the First topology. The two above examples are possible solutions. 

· If Example 1 is used, we need a scheme to differentiate the data packets terminating at the boundary IAB node from those not terminating at the boundary node; however, example 1 may not be aligned with the concept of BAP routing ID in Rel-16, i.e., BAP address in BAP routing ID is used to identify the destination node.

·  For example 2, the BAP Address for DL traffic is set to a pseudo BAP address assigned by the CU2 to the accessing IAB node, while the BAP address for UL traffic is set to a pseudo BAP address assigned by the CU1 for the CU2’s donor DU. It seems that Example 2 is better aligned with Rel-16 design. 

Thus, we slightly prefer to the method of Example 2.

	LG
	Yes
	It could be an open issue, but for the question, i.e., “What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node)?”, we would like to discuss this detail and check whether this is an real issue or not based on a contribution next meeting, not in this email discussion.

	Ericsson
	Yes
	Both examples are workable, but we also have the same understanding as Samsung that Example 2 probably requires less changes at BAP level. 
For the DL, the example 2 implies that when the boundary IAB node receives a packet with a certain (pseudo) BAP destination assigned by the CU2, it replaces the pseudo destination with a real destination in the BAP header, as per the configured mapping table.
For the UL, the boundary IAB node can just look at the donor DU1 address and if re-routing has to be performed, it just replaces the donor DU1 routing ID with the donor DU2 routing ID under CU2, as per the configured mapping table. In this way, the access node does not need to be reconfigured to include a different destination address, i.e. only the boundary IAB node is affected.

	ZTE
	
	The definition of “the first topology” is not clear. Based on rapporteur description, we think, for UL, it refers to the topology composed of boundary node’s descendant nodes, e.g. IAB-node 4. For DL, it refers to the topology composed of boundary node’s upstream nodes, e.g. donor-DU 2 and IAB-node 3. Is this the correct understanding?
If our understanding is correct, we just need to discuss the BAP address added in BAP header in the first topology for DL. According to RAN3 discussion, it is a common understanding that the accessing node adds the “previous routing ID” to the BAP header and the boundary node replaces the previous routing ID with a new routing ID.


	Sony
	Yes
	We see it’s a problem and should be addressed

	Qualcomm
	Yes
	This issue can be resolved after we have converged on Q20.

	Fujitsu
	Yes
	We agree with Example 2. We use the term ‘virtual’ BAP address in our previous contribution R2-2105397.

	Intel 
	Yes 
	Both examples have additional open issues to be fixed. 

For Example 1, as Samsung mentioned, the boundary node need to differentiate whether the received packets is terminated at itself or not, especially for the downstream packets. An indication in the BAP header may be needed. 

For Example 2, both real destination and the proxy/pseudo BAP address of the real destination should be configured in the BH Routing Configuration to each IAB-node. Otherwise, IAB-node may discard the packets as it has an unknown BAP address. This also follows the unknown packet handling principle defined in Rel-16. 

We prefer Example 2, as it has less standard impact and is better aligned with Rel-16 principles. 

	ETRI
	
	We have similar view with ZTE related to definition of “the first topology”. And This is open issue to be resolved.

	Canon
	Yes
	We think this should be listed as an open issue. Indeed, examples 1 and 2 are acceptable and some other options might be possible a well.

	Huawei, HiSilicon
	Yes
	

	Futurewei
	Yes
	Both approaches seem feasible, and both have pros and cons.
Example 1 seems a bit simpler, and probably easier to manage. Adding and/or removing an additional field to the header is probably similar in implementation complexity to re-writing the routing ID in the header. Therefore, we have a slight preference for the approach of example 1. 
However, we need to avoid BAP header bloat. It is possible that a BAP packet may need to traverse more than 2 topologies (although this is likely to be rare for most deployments). Therefore, it we do agree to support an approach similar to example 1, we would like to avoid the concatenation of multiple routing IDs.

	Nokia 
	Yes
	Preference for Example 2: using a virtual BAP address or Routing ID for BAP PDUs to be routed to different topology but I guess it is ok not to give any answer at this point



Summary:
The intention of this question is not to make down-selection. Since majority is fine to further discuss this issue, it is proposed to include this in the open issue list.

The proposal is given in below question 20.
Issue C: Traffics differentiation 

As to the BAP behavior at the boundary node for inter-CU routing, following traffics/data needs to be differentiated: 
· Case 1: data of non-concatenated traffic, which should be delivered to upper layer (DL only);

· Case 2: data of non-concatenated traffic, which should be forwarded to the next IAB-node;

· Case 3: data of concatenated traffic, which should be delivered to upper layer (DL only);

· Case 4: data of concatenated traffic, which should be rewritten its BAP header and then forwarded to the next IAB-node.

Question 20: Do you think it is an open issue for inter-CU routing?

Issue 1: How to differentiate the concatenated traffic and non-concatenated traffic;
Issue 2: How to determine whether a data should be delivered to upper layer (for downstream);

Issue 3: How to determine whether the BAP header of a data should be rewritten.

If yes, it will be captured as “listing of Open issues” as the outcome of this email discussion.
	Companies
	Y/N for issue 1/2/3?
	Comments

	Kyocera
	Yes
	We’re not sure if these are all of the issues at least at this point. We assume some of them (or additional one) may depend on outcome of other Questions/solutions. 

	Lenovo
	
	May be the issue can be classified into DL and UL separately.

For UL:

The non-concatenated traffic is identified with the BAP address of Donor-DU1, and it can work well based on the current routing mechanism. While for the concatenated traffic which is identified with the BAP address of boundary IAB node, the boundary IAB node needs to deliver the traffic to the collocated BAP entity and rewrite the BAP header when reception the UL concatenated traffic.

For DL:

The issue for the DL is the concatenated traffic and the DL traffic which terminated at boundary IAB node are both use the destination BAP address of boundary IAB node, some enhancements need to be introduced to differentiate these two types of DL traffic.

	CATT
	
	Depends on the outcomes of Issue A and Issue B.

	vivo
	
	Issue1/2/3 are dependent on previous Questions, if additional bits/filed is used to indicate whether the BAP PDU is routed in topology1 or topology2, then all the issues can be differentiated.



	Samsung
	
	In general, we agree with above 3 issues. However, all those issues can be summarized as:

How to identify the packets needing BAP header rewriting?

	LG
	
	We are open to discuss above issues for inter-CU routing.

	Ericsson
	To be discussed later
	These issues should be taken into account when discussing issue A and B above.

	ZTE
	
	For issue 1, we cannot see the motivation to differentiate the concatenated traffic and non-concatenated traffic.
For issue 2 and issue 3, we think the boundary node can first check the re-routing table. If there is matched routing ID, the boundary node re-write the BAP header. After that, the boundary node further determine whether to deliver the packet to upper layer or deliver the packet to the next hop. Issue 2 and issue 3 can be summarized as one issue, i.e. How to perform BAP header re-written.

	Sony
	
	We are open to discuss the listed issues.

	Qualcomm
	Yes
	RAN3 already discusses exactly these issues. We can summarize them into one issue:

How does the boundary node differentiate traffic:

· For itself

· To be forwarded in same topology

· To be forwarded to other topology.

	Fujitsu
	
	Depends on the outcome of above issue A and B.

	Intel 
	 
	Issue C should be discussed based on the conclusion of issue A and B. 

	ETRI
	
	It depends on result of issue A and B.

	Canon
	Yes
	If a majority agrees for open issue in question 19, then issues 1/2/3 of question 20 are also open issues.

In R2-2103083 “Report [Post113e] [IAB17] Inter-donor topology adaption”, it is proposed that in “option 4” the boundary IAB-node could obtain separate BAP addresses in each topology that are only used for PDUs, whose header is to be rewritten.  

Alternatively, we propose to rely on dedicated path identifiers, to be specifically used for routing BAP packets across two topologies.  

	Huawei, HiSilicon
	Yes
	Some clarification on the need of issue1:

For downstream, due to the routing ID collision without inter-CU coordination, the concatenated traffic and non-concatenated traffic may have the same routing ID. In that case, the boundary node may erroneously rewrite the BAP header for non-concatenated traffic, if purely based on the routing ID.

	Futurewei
	Yes
	Yes, these are all issues that need to be resolved.

In retrospect it seems that Option 5 may be simpler to standardize than Option 4, as many/all of these issues could be addressed in a more or less straightforward way.

Somewhat ironically, most companies that objected to Option 5 in the RAN2 discussion seemed to have cited the issue of standards impact as their main justification.

	Nokia
	Yes
	With virtual BAP address or Routing ID should be simple to distinguish


Summary:
The intention of this question is not to make down-selection. Since majority is fine to further discuss this issue, it is proposed to consider this in the open issue list.

Proposal 14: [Easy] RAN2 to further discuss the open issues for inter-CU routing:

· What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
· How to differentiate the concatenated traffic and non-concatenated traffic;
· How to determine whether a data should be delivered to upper layer (for downstream);

· How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).

2.3.2 BH RLC channel mapping at the boundary node

Issue A: BH RLC channel mapping table

Some RAN3 agreements

	· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

· The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.

· The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)


For the bearer mapping (i.e. egress BH RLC CH determination) at the boundary node, since option 5 (IP header based solution) is not preferred in RAN2, there seems no other information can be used to determine the egress BH RLC CH, except the BAP header and ingress BH RLC CH. It seems mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” is the straight forward solution.

Also note that, even if the QoS information coordination among donors is per GTP-U tunnel, the non-F1-tereminating donor is better to avoid the “BH RLC CH remapping” at the boundary node (e.g. avoid configuring multiple egress BH RLC CHs mapped with one ingress BH RLC CH for upstream). Anyway, whether to support this “BH RLC CH remapping” can be one of the RAN2 open issue.

Question 21: Do you agree to support the 1:1 and N:1 mapping (i.e. not support remapping) from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing?
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	

	Lenovo
	Yes
	1:1 and N:1 mapping can be supported at the boundary node.

	CATT
	Yes
	

	vivo
	Yes
	

	Samsung
	No
	This is related to the debate on mapping granularity, i.e., BH RLC CH vs. GTP-U tunnel.

We have concerns on the flexibility of the mapping granularity at BH RLC CH level, i.e., the traffic in one BH RLC CH of first topology should be mapped to one BH RLC CH of secondary topology. As an example, in case of topology redundancy, an UL ingress BH RLC CH of boundary IAB node aggregates 10 GTP-U tunnels is offloaded to the topology of non-F1-terminating CU. If non-F1 terminating node hasn’t got enough resource to accept the traffic in the UL ingress BH RLC CH via a single egress BH RLC CH, the non-F1 terminating CU has to reject the offloading request so that such 10 GTP-U tunnels are failed to be offloaded. However, if we allow 1:N remapping, the non-F1 terminating CU can map such UL ingress BH RLC CH to multiple different egress BH RLC CHs (the traffic in each egress BH RLC CH may be routed via different routing paths). 

In this sense, if 1:N remapping is allowed, the non-F1-terminating CU can provide more flexible routing and mapping design for the UL data transmission. 

Then, the question is if the ingress packet can provide information to perform 1:N remapping. We think the BAP routing ID can be considered as another dimension to differentiate traffic, i.e., the packets of one ingress BH RLC CH can be mapped to different egress BH RLC CHs by considering the BAP routing ID in each packet. Thus, 1:N remapping is technical possible. 

To perform the mapping at the boundary node, the non-F1 terminating node should not care about the mapping traffic belonging to the BH RLC CH or GTP-U tunnel, and the mapping is 1:1/1:N/N:1. The only thing the non-F1 terminating node cares about is which information is used by the boundary IAB node to perform the mapping. Thus, a generalized solution can be considered, where the mapping is performed based on information derived from the ingress packet, including BAP routing ID, ingress BH RLC CH, prior-hop node. Based on this, our view is as follows:
We agree to support the mapping from “BAP routing ID + ingress BH link + ingress BH RLC ID” to “BAP routing ID + egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing case

	LG
	Yes
	

	Ericsson
	Yes
FFS 1:N
	1:1 and N:1 can be done. However, RAN2 can keep investigating the need/benefits of N:1 considering the BAP routing IDs also (as mentioned by Samsung)

	ZTE
	Yes, but
	If the F1-terminating donor sends the QoS information to the non-F1-terminating donor with the granularity of F1-U GTP-U tunnel for UP traffic, the non-F1-terminating donor can establish fine-granular BH RLC channels to guarantee the QoS requirement of the migrated packets. In this case, we think bearer re-mapping should be considered for the boundary node in case an ingress BH RLC channel is mapped to different egress BH RLC channels. To support this, the BAP header needs to include F1-U tunnel identity, e.g. UE ID+DRB ID.

	Sony
	-
	We can see the benefit but think that it is not an isolated RAN2 issue so open to discuss further.

	Qualcomm
	Yes
	We support 1:1, N:1, but we will not support 1:N

	Fujitsu
	Yes
	

	Intel
	Yes
	

	ETRI
	Yes
	

	Huawei, HiSilicon
	Yes
	The need of 1:N remapping is not convinced, even in R16.

	Futurewei
	Yes
	This granularity for BH RLC channel mapping is already supported in Rel. 16. Therefore, it seems normal that at least this level of granularity should be also supported for the inter-CU routing case.
However, we should note that not every BAP packet carried by a particular ingress BH RLC channel need be subject to Routing ID rewriting, as a single BH RLC channel can carry BAP packets with different Routing IDs (typically the case with 1:N bearer mapping).

	Nokia
	Yes
	No 1:N mapping is needed


Summary: 
Not supporting 1:N remapping: (Other companies except Samsung, Ericsson, ZTE, Sony)

Support 1:N remapping, e.g. mapping from “BAP routing ID + ingress BH link + ingress BH RLC ID” to “BAP routing ID + egress BH link + egress BH RLC ID” (Samsung, Ericsson(FFS), ZTE(using UE ID+DRB ID))
Neutral: (Sony)
Similar to the discussion in question 18, it is proposed based on the majority view.
Proposal 15: [For discussion][11 vs 2+] Support the 1:1 and N:1 mapping (i.e. not support remapping) from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.
2.3.3 Others
Question 22: Do you see any other essential open issues not covered above specific for inter-CU routing? 
	Companies
	Comments

	Canon
	In relation with the comments to questions 19 and 20, we think that BAP header rewriting could be avoided by using specific path IDs.

	
	

	
	

	
	


3 Conclusion and proposals

Based on the above summary, following proposals are given.

Proposal 1: [Low priority][12 vs. 4] For intra-donor-DU local re-routing, if triggered by R17 new triggers, IAB-node re-route data as in R16 (i.e. not to modify the R16 “BAP-address-only based next hop selection” in case of local re-routing).

Proposal 2a: [For discussion] The BH link is not considered as available, if type2 indication is received on the link.

Proposal 2b: [For discussion] Add “NOTE: An egress link is not considered to be available, upon receiving BH recovering indication on the link“ for local-rerouting based on type2 indication in TS 38.340 section 5.2.1.3.
Proposal 3: [For discussion] The granularity of local re-routing triggered by type2 indication is per BH link as baseline. FFS per routing ID/BAP address level type2 indication is supported in addition.
Proposal 4: [Low priority] [10+ vs. 4] Whether to perform the local re-routing based on type-2 indication is configurable, via explicit configuration.
Proposal 5a:[For discussion] if both primary and back-up link(s) are congested, IAB should suspend the transmission.

Proposal 5b: [For discussion] Add NOTE for local-rerouting based on flow control feedback in TS 38.340 section 5.2.1.3: “NOTE: An egress link may be not considered to be available for a [BAP routing ID and/or BH RLC channel], if it is determined as congested based on the received flow control feedback in sub-clause 5.3.1.”

Proposal 6: [Easy][15 vs. 1] A configured threshold of available buffer size based on flow control feedback is used to determine the congestion, for the purpose of local re-routing.
Proposal 7: [For discussion][9 vs. 6] The granularity of flow control feedback triggered local re-routing is per routing ID as baseline. 

Proposal 8: [Low priority] [12 vs. 3] Whether to perform the local re-routing based on flow control feedback is configurable, via explicit configuration. The detailed ASN.1 design is postponed to future meeting.
Proposal 9: [Low priority][10 vs. 6] FFS to support UL flow control feedback triggered local re-routing. 
Proposal 10: [Easy][13+ vs. 3] For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.
Proposal 11:[Easy][14 v. 2] Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.

Proposal 12:[Easy] [16 vs. 0] Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.

Proposal 13: [For discussion][13 vs 1+] Support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.
Proposal 14: [Easy] RAN2 to further discuss the open issues for inter-CU routing:

· What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);
· How to differentiate the concatenated traffic and non-concatenated traffic;
· How to determine whether a data should be delivered to upper layer (for downstream);

· How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).

Proposal 15: [For discussion][11 vs 2+] Support the 1:1 and N:1 mapping (i.e. not support remapping) from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.
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�The proposal is too premature. We wonder if “not available” meaning wouldn’t contradict with “trying to recover”


�The proposal is too premature


�These definitions seem a bit confusing. Whether a node is before or after the boundary node seems to depend on the direction of the traffic flow (upstream or downstream). It would be useful to further clarify the definitions in order to avoid confusion.


This same issue was raised by ZTE in their response to Q19 below.


�“before the boundary node for a traffic” for UL is the one from access node to boundary node;


“before the boundary node for a traffic” for DL is the one from donor-DU to the boundary node


�Yes, but the issue here is what’s the BAP address of this previous routing ID.
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