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1 Introduction

This paper aims at capturing the summary of email discussion. 

· [Post114-e][075][eIAB] Open Issues on Re-routing (Huawei)


Scope: Include inter-DU, inter-topology, local re-routing (to any dest). Identify Open issues and attempt to progress (pave the way for agreements and constructive R2 discussions next meeting). Can take into account the latest progress in R3.


Intended outcome: Report, with listing of Open issues and with agreeable proposals, 


Deadline: Long
RAN2 related agreements

	· Type-2 RLF indication may be used to trigger local re-routing 

· Local re-routing can be triggered by indication of hop-by-hop flow control. Further details, e.g., on trigger information, trigger conditions, role of CU configuration, are FFS.

· RAN2 considers inter-donor-DU local re-routing to be in scope

· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)

· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.

· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.


RAN3 related agreements

	· In the inter-donor-DU re-routing case, the issue 2, i.e. how to achieve BAP routing towards the target donor DU for re-routed packets: wait for RAN2 progress


2 Discussion
2.1 Local re-routing
2.1.1 Local re-routing behavior in R17

	· Assume that the IAB-donor will configure (alternative) egress links that can be used at local re-routing (at least with same destination, FFS same routing ID)


Based on the above agreement last RAN2 meeting, the alternative path is also configured by CU, for the local re-routing triggered by R17 triggers (e.g. type2 indication, flow control feedback). 

The FFS point is whether we change the R16 principle on the role of IAB-node and IAB-donor for local re-routing. If we consider the inter-CU/inter-donor-DU re-routing cases as separate issues (not sure if anything new/different has to be introduced), rapporteur understands the R16 principle should be reused for the R17 local re-routing based on new trigger(s). It means the backup/alternative egress link is still under CU control and “BAP address based” next hop selection.
Question 1: Do you agree: for intra-donor-DU local re-routing, if triggered by R17 new triggers, IAB-node can re-route data from primary link to the backup link as in R16?

Primary link: the next hop BH link corresponds to the routing entry with the routing ID matched with the one in BAP header, as configured by CU.
Backup link: the next hop BH link corresponds to the routing entry with only the BAP address matched with the one in BAP header, as configured by CU.
	Companies
	Yes or No?
	Comments

	Kyocera
	No
	We think Rel-16 local rerouting was an exceptional behaviour (i.e., only upon BH RLF), but Rel-17 local rerouting is expected to be widely used for many cases. So, we think the donor’s (CU’s) controllability needs to be improved to meet the topology-wide objective (which RAN2 agreed). In this sense, we think the donor should explicitly provide the association between the primary route (with Routing ID) and the alternative route (with Routing ID as well).  We assume Rel-16 mechanism can be used for the backup in case the donor does not provide the association. 

	Lenovo
	Yes
	

	CATT
	Yes
	Same as Rel-16

	
	
	


2.1.2 UL traffic local re-routing based on type2 indication
Issue A: when/how to trigger the local re-routing considering type2 indication

	· If an IAB node with dual parents (via DC) receives type-2 BH RLF indication from one parent, IAB-node may trigger a local re-routing to the other parent. The detail of local re-routing and whether/how the action on type-2 indication is configurable is FFS.


As RAN2 agreed, IAB-node can trigger local re-routing based on type2 indication. The issue here is how the IAB-node handles the following cases:

· Case 1: Type2 indication is received in primary link, but no indication received in backup link;

· Case 2: Type2 indication is received in both primary link and backup link;

· Case 3: Type4 indication is received in primary link and type2 indication is received in backup link;

· Case 4: Type2 indication is received in primary link and type4 indication is received in backup link;

Option 1: It is purely up to IAB implementation on whether to perform local re-routing in those cases.
Option 2: Specify whether/how to trigger local re-routing in those cases.
Question 2: Which option do you prefer? 
	Companies
	Option 1/2?
	Comments

	Kyocera
	-
	We understand Q2 just asks the triggering conditions, but we think the local rerouting can be successfully proceeded only if one of egress links is available. So, we’re wondering if Type 2/4 indications just mean these associated egress links are not available. In this sense, for Cases 2, 3 and 4, BAP cannot select any entry from BH Routing Configuration, even if local rerouting is triggered. For Case 1, we think it’s the typical triggering condition which was intended in RAN2 agreement. So, we think local rerouting can be triggered by any Cases, but the outcomes are different. 

	Lenovo
	Option 2
	Based on the agreements, IAB node may trigger rerouting based on the reception of type 2 or type 4 RLF indication. However, whether/how to trigger local rerouting by type 2 or type 4 RLF indication needs to be configured by CU.

If the rerouting is allowed by CU, IAB node will select one available egress BH link during rerouting based on the reception of RLF indication. But for the Case 2, Case 3 and Case 4, both egress BH links are unavailable, then rerouting is unnecessary.

	CATT
	Option 1
	When type-4 RLF indication is received, IAB-node must perform rerouting because “egress link is not considered to be available if the link is in BH RLF”.
For type-2 RLF indication reception, we think IAB node could perform local rerouting based on the QoS requirement of BH RLC channel, channel condition, and possibility of RLF recovery. For example, IAB node can reroute time-delay urgent packets and suspend other packets to avoid congestion in the backup link. No need to specify the trigger of local re-routing.
Regarding the 4 cases, only case 1 is valid case for local rerouting. And smart IAB-node can work well without CU configuration.

	
	
	


If we use option 2, the IAB-node BAP layer behavior (i.e. sol. 1-4) in each case should be discussed.
Sol.1: continue to transmit on primary link

Sol.2: suspend the transmission

Sol.3: re-route to the backup link

Sol.4: up to IAB implementation

Question 3: If prefer option 2 in Q2, which solution do you prefer for each case?
	Companies
	Case1
	Case2
	Case3
	Case4
	Comments

	Kyocera
	Sol.3
	Sol.2
	Sol.2
	Sol.2
	

	Lenovo
	Sol.3
	Sol.2
	See comments
	See comments
	For Case 1, the packets will be rerouted to the backup link if rerouting is configured to be active.

For the Case 2, both egress BH links are unavailable, then rerouting is unnecessary. In addition, the BAP entity will suspend the transmission and wait for the availability on either of the egress link.

For case 3, after type4 indication is received in MCG, IAB node needs to perform re-establishment. no data is allowed to be transmitted.

For case 4, after type4 indication is received in SCG and MCG is suspended upon receiving type-2 indication, IAB node needs to perform re-establishment. no data is allowed to be transmitted.

	CATT
	Sol.4
	Sol.2
	Sol.2
	Sol.2
	See Q2

	
	
	
	
	
	


Issue B: The granularity of local re-routing triggered by type2 indication

This issue is the granularity of the data to be re-routed upon receiving type2 indication.
Option 1: per BH link (i.e. type2 indication indicates that the BH link is recovering)

Option 2: per routing ID/BAP address (i.e. type2 indication indicates that the data with some routing ID/BAP address can be re-routed)
Question 4: Which option do you prefer on the granularity of type2 indication triggered local re-routing? 
	Companies
	Option 1/2?
	Comments

	Kyocera
	Option 2
	We assume the donor provides the alternative routes for each primary route, as commented in Q1. 

	Lenovo
	Option 1
	Same rerouting mechanism with the type 4 indication.

All the BAP routing IDs or BAP addresses associated with the BH link where the type 2 indication received need to be rerouted.

	CATT
	-
	As our comments in Q2, the data to be re-routed upon receiving type2 indication can be decided by IAB-node implementation. No need to specify the granularity.

	
	
	


Issue C: whether the local re-routing based on type-2 indication is configurable
As the FFS point from last meeting, the discussion is about whether the local re-routing based on type-2 indication is configurable.
Question 5: Whether the local re-routing based on type-2 indication is configurable or not? Please also explain your understanding on how this is done (e.g. by configuring whether allowing to send type2 indication, or by configuring whether allowing to re-route upon receiving type2 indication, etc.) 
	Companies
	Yes/No?
	Comments

	Kyocera
	Yes
	We assume both, i.e., the donor configures the IAB-node whether it sends Type 2 Indication, and whether it performs local rerouting upon reception of Type 2 Indication. 

	Lenovo
	Yes
	It’s to configure whether to perform rerouting based on the type2 indication.

	CATT
	No
	IAB-node should select part of data to be rerouted considering several aspects: 1) potential congestion in backup link; 2) improving transmission performance of data with low latency buget; 3) possibility of RLF recovery in BH link.
To simplify the specification impact, we think it is better to leave the decision to IAB-node itself. CU configuration is not needed.

	
	
	


2.1.3 DL traffic local re-routing based on flow control feedback

Issue A: when/how to trigger the local re-routing considering flow control feedback
	· Local re-routing based on flow control feedback is allowed based on certain value of available buffer size. FFS further details. (Current hbh fc is for DL traffic.


As RAN2 agreed, IAB-node can trigger local re-routing based on flow control feedback. The issue here is how the IAB-node handles the following cases:

· Case 1: Primary link is congested and backup link is not congested

· Case 2: Both primary and back link are congested
Option 1: It is purely up to IAB implementation on whether to perform local re-routing in those cases.

Option 2: Specify whether/how to trigger local re-routing in those cases.

Question 6: Which option do you prefer? 
	Companies
	Option 1/2?
	Comments

	Kyocera
	-
	In DL local rerouting, we assume the backup link may be more than one, which is different from UL local rerouting. So, we assume Case 1 means “all” backup links are not congested, while Case 2 means “all” backup links are congested.  As similar to Q2, we think local rerouting is triggered by Case 1 and Case 2, but the outcomes are different. 

	Lenovo
	Option 2
	Similar to the Question 2, whether to trigger local rerouting by flow control feedback needs to be configured by CU.

If the rerouting is configured to be active, IAB node will select one available egress BH link during rerouting based on the flow control feedback. But for the Case 2, both egress BH links are unavailable, then rerouting is unnecessary.

	CATT
	-
	We don’t think case 2 is a valid case.

	
	
	


If we use option 2, the IAB-node BAP layer behavior (i.e. sol. 1-4) in each case should be discussed.

Sol.1: continue to transmit on primary link

Sol.2: suspend the transmission

Sol.3: re-route to the backup link

Sol.4: up to IAB implementation

Question 7: If prefer option 2 in Q6, which solution do you prefer for each case?
	Companies
	Case1
	Case2
	Comments

	Kyocera
	Sol.3
	Sol.2
	

	Lenovo
	Sol.3
	Sol.2
	For Case 1, the packets will be rerouted to the backup link if rerouting is configured to be active.

For the Case 2, both egress BH links are unavailable, then rerouting is unnecessary. In addition, the BAP entity will suspend the transmission and wait for the availability on either of the egress link.

	CATT
	Sol.3
	Sol.2
	However, current specification is enough.

	
	
	
	


Issue B: How to determine the “congested” considering flow control feedback
The detailed issue here is how the IAB-node determine whether some data is considered as “congested” considering flow control feedback, for the purpose of local re-routing.
Option 1: Up to IAB implementation 
Option 2: Based on configured threshold of available buffer size (e.g. {0, x, y, z} bytes)
Option 3: Others (To add if any)
Question 8: Which option do you prefer to determine the “congested” based on the flow control feedback, for the purpose of local re-routing? 
	Companies
	Option 1/2/3?
	Comments

	Kyocera
	Option 2
	We assume the donor configures the IAB-node with the threshold, while we’re wondering if it may be an option that the child node indicates the threshold to its parent. 

	Lenovo
	Option 2
	Based on the agreement from last meeting:

Local re-routing based on flow control feedback is allowed based on certain value of available buffer size.

A BAP routing ID is considered as congested if the available buffer size is lower than a configured threshold. In addition, the BAP routing ID may return to be not congested if the available buffer size is larger than the configured threshold reported by the next feedback.

	CATT
	Option 1
	We don’t see stronger motivation than Rel-16 in which the “congested” is decided by IAB-node itself.

	
	
	


Issue C: The granularity of local re-routing triggered by flow control feedback
This issue is the granularity of the data to be re-routed upon receiving flow control feedback.
Option 1: per routing ID
Option 2: per BH RLC CH
Option 3: Support both option 1 and 2
Question 9: Which option do you prefer on the granularity of flow control feedback triggered local re-routing? 
	Companies
	Option 1/2/3?
	Comments

	Kyocera
	Option 1
	We assume the donor provides the alternative route (with Routing ID). 

	Lenovo
	Option 1
	Since the bearer mapping is performed only after the routing path has been determined based on the procedure as specified in TS 38.340, and there still some BH RLC CHs are available although other BH RLC CHs are indicated as congested.
Therefore, for the per BH RLC CH flow control feedback, it’s more reasonable to trigger bearer remapping rather than rerouting.

	CATT
	Option 3
	Align with the granularity of flow control.

	
	
	


Issue D: whether/how the local re-routing based on flow control feedback is configurable
As the FFS point from last meeting, the discussion is about whether the local re-routing based on type-2 indication is configurable.
Question 10: Whether the local re-routing based on flow control feedback is configurable or not? Please also explain your understanding on how this is done.
	Companies
	Yes/No?
	Comments

	Kyocera
	Yes
	We think it’s configurable by the donor, and the threshold in Q8 may be used for implicit configuration of local rerouting upon flow control feedback. 

	Lenovo
	Yes, but
	It’s to configure whether to perform rerouting based on the flow control feedback.

But it needs to clarify that it’s only for the per BAP routing ID flow control feedback.

	CATT
	No
	As Rel-16

	
	
	


2.1.4 Others

Issue A: UL flow control feedback triggered local re-routing

Another open issue is whether the local re-routing can also be triggered by UL flow control feedback, since we already agreed the DL case. This will support the local re-routing based on flow control feedback in bi-direction in R17. This means similar BAP control PDU as DL flow control feedback will be introduced.

Question 11: Do you agree to support UL flow control feedback triggered local re-routing? 
	Companies
	Yes/No?
	Comments

	Kyocera
	No
	We don’t think UL flow control feedback has been agreed, but we’re in general open to discuss UL local rerouting, while we see it’s similar to Type 2 BH RLF Indication. In this sense, we’re wondering if it’s possible option to introduce an additional condition to send Type 2 Indication, e.g., when “the link condition is not so good” or “local rerouting is requested to descendant nodes”. 

	Lenovo
	Yes
	Rerouting by the UL flow control feedback should be supported as DL.

	CATT
	Yes
	We see some benefit of this type of local re-routing.

	
	
	


Issue B: Others
Question 12: Do you see any other open issues not covered above for local re-routing? (with inter-donor-DU/inter-CU specific issue to be discussed in section 2.2 and 2.3) 
	Companies
	Comments

	Kyocera
	We’re wondering if the IAB-node may re-write BAP headers, i.e., Routing ID (similar to Option 4 for inter-topology routing), upon local rerouting, in case the donor explicitly provides the alternative routes (with Routing ID). 

	
	

	
	

	
	


2.2 Inter-donor-DU re-routing  

2.2.1 BAP solution for inter-donor-DU re-routing
Issue A: How to re-route the data to target donor-DU

Based on the R3 LS R3-211298 on inter-donor-DU re-routing, RAN2 should discuss how to support the BAP routing towards the target IAB-donor-DU.
	RAN3 discussed the inter-donor-DU re-routing and achieved the following agreement in RAN3-110e meeting:

Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS  

In this RAN3-111e meeting, the following two issues related to the inter-donor-DU UL re-routing are discussed:

· Issue 1. Source IP filtering. This issues mainly focuses on how to solve the potential discarding problem for the re-routed packets which is resulted from the deployed source IP address filtering mechanism in the target IAB-donor-DU, and potentially the transport network nodes.

· Issue 2. BAP routing towards the target IAB-donor-DU. This issue mainly focuses on how to enable the re-routed packets being routed to the target IAB-donor-DU, when the destination BAP address in the BAP routing ID of the re-routed packets does not correspond to target IAB-donor-DU. 

RAN3 assumes that issue 2 should be handled by RAN2. So RAN3 would like to ask RAN2 to discuss solutions for issue 2 to support the inter-donor-DU re-routing.


Observation 1: Target donor-DU has different BAP address as the original one in the BAP header for inter-donor-DU re-routing data.
Observation 2: As in R16, BAP PDU including the BAP address, which is neither the IAB-node’s BAP address nor included in the configured routing table, will be discarded by intermediate IAB node.
Therefore, the data with source donor-DU BAP address cannot be routed to the target donor DU, since the original BAP address is not supported in the target path routing table. To solve this issue, one approach is to rewrite the BAP header for inter-donor-DU re-routing data, while another approach is to modify the BAP behavior in the target path to route the data with un-matched BAP address.
Option 1a: “Previous routing ID to new routing ID” BAP header rewriting 

Option 1b: “Previous BAP address to new BAP address” BAP header rewriting

Option 2: Not rewriting the BAP header, but to change the BAP behavior at the IAB-nodes/donor-DUs in the target path.
Option 3: others if any
Note that RAN2/3 also has the following agreements. Option 1a is more aligned with the spirit of unified solution between inter-donor-DU re-routing and inter-CU (re-)routing. 
	· RAN3#111-e: One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios

· RAN3#112-e: Inter-topology BAP routing option 4 is supported. 

· RAN2#114-e: RAN2 preference is to support inter-topology routing via BAP header rewriting based on BAP routing ID option 4


Question 13: Which option do you prefer on for inter-donor-DU re-routing? 
	Companies
	Option?
	Comments

	Kyocera
	Option 1a
	We prefer a common solution for inter-donor-DU rerouting and inter-topology routing, and possibly for intra-donor local rerouting. We think RAN2 already assumes Routing ID in BAP header is rewritten. 

	Lenovo
	Option 1a/ Option 1b
	Based on the agreements above, Option 1a or Option 1b has already been agreed.

Option 1b which only rewrite the BAP address can work for inter-donor-DU re-routing. While Option 1a can finely facilitate the load balance among egress routing paths in the boundary IAB node, but Option 1a needs much more configuration updates than Option 1b.

Therefore, Option 1b can work as baseline, and Option 1a can be regarded as the optional enhancement for Option 1b.

	
	
	

	CATT
	Option 1b
	We think option 1b is enough to deal with the case that two BAP addresses in two DUs. And local rerouting mechanism in Rel-16 that only BAP address is used for re-routing can be reused.


Issue B: The applied scenarios
We also need to clarify the supported scenarios for inter-donor-DU re-routing. Following cases are given:
Case 1 NR-DC among donor-DUs: A dual connected IAB-node, which has at least two paths towards different IAB-donor-DUs via two parent nodes, suffers RLF on one BH link with one parent node.

Case 2 inter-donor-DU recovery: A single connected IAB node suffers RLF on its BH link towards its parent node, and recovers at a new parent node which connects to a different IAB-donor-DU.

Case 3 inter-donor-DU migration: A single connected IAB node migrates to a new parent node which connects to a different IAB-donor-DU.
Question 14: Do you agree to support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration? 
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	

	Lenovo
	Yes
	

	CATT
	Yes
	

	
	
	


2.2.2 Others

Question 15: Do you see any other open issues not covered above specific for inter-donor-DU re-routing? 
	Companies
	Comments

	
	

	
	

	
	

	
	


2.3 Inter-CU re-routing  

Issue A: whether to support inter-CU re-routing
In addition to the agreed inter-CU routing and inter-donor-DU re-routing, it is straight forward to also support the inter-CU re-routing, which seems also implied by the following RAN3 agreement
	· RAN3#111-e: When the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and re-routed via the recovered path


Question 16: Do you agree to support inter-CU re-routing? 
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	

	Lenovo
	Yes, but
	The inter-CU rerouting here is only a case of inter-donor-DU rerouting where the source IAB-donor-DU and the target IAB-donor-DU are belonging to different IAB-donor-CUs.

	CATT
	Yes
	

	
	
	


Issue B: Inter-CU re-routing specific issue
It seems the inter-donor-DU re-routing solutions discussed above can be also used for the inter-CU re-routing case. Note that we will leave the RAN3 specific issue, if any, on inter-CU re-routing up to RAN3.
Question 17: Do you see any extra inter-CU specific issue, in addition to use the same solution of inter-donor-DU re-routing, from RAN2 perspective? 
	Companies
	Comments

	
	

	
	

	
	

	
	


2.4 Inter-CU routing
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Inter-CU topology redundancy        Inter-CU partial migration

Terminologies to be used in this email discussion:
Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU.

First topology: the topology fragment before the boundary node for a traffic.
Second topology: the topology fragment after the boundary node for a traffic.
Concatenated traffic: the traffic routing across two topologies which belong to different CUs.
Non-concatenated traffic: the traffic routing across two topologies which belong to one CU.
2.3.1 BAP routing at the boundary node

Issue A: Rewriting table
As agreed in R2/3, option 4 will be used (i.e. routing ID based rewriting at the boundary node). Another key point is to discuss/confirm the rewriting table at the boundary node.
Since option 4 is only based on the routing ID, 1:N remapping cannot be supported from “previous routing ID” to “new routing ID”, with no other information to determine the new routing ID.
Question 18: Do you agree to support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing?
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	However, we still tend to assume 1:N remapping “table” can be supported, whereby “N” just means the candidate routes and the boundary node may select one route from “N” candidate routes, e.g., the first entry of list. We assume it’s useful if the remapping table above is reused for “rerouting” case. 

	Lenovo
	Yes
	1:1 and N:1 mapping can be supported. We cannot see the motivation to introduce 1:N mapping at the boundary IAB node.

	CATT
	Yes
	

	
	
	


Issue B: The BAP address added in BAP header in the first topology
Another key issue to be discussed here is to clarify the “BAP address” in the “previous routing ID” added in the first topology (i.e. BAP address added in access node for UL or in CU’2 donor-DU for DL).

Observation 1: The BAP addresses of two IAB-nodes/donor-DUs belongs to different CUs may be same.

The above observation makes the R16 principle (i.e. adding the real destination BAP address) not workable. 

Some solution examples are given here, but the email discussion is not intended to dig into the details and try to make solution down-selection. 

Example 1: Add the boundary node’s BAP address, in the BAP PDU header in the first topology;

Example 2: Add some proxy/pseudo BAP address of the real destination;

In those two examples, the BAP address added in BAP header in the first topology will be rewritten at the boundary node into the BAP address of the real destination BAP address. The different part among the examples is whether the BAP data arriving at the boundary node have the same or different BAP address. Also, the solution of this issue may impact on the solution down-selection for traffic identification in below issue.
Question 19: Do you think it is an open issue for inter-CU routing: What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node)?

If yes, it will be captured as “listing of Open issues” as the outcome of this email discussion.
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	We wonder the boundary node rewrites Routing ID including BAP address, so it’s not so big issue what BAP address is added by the access IAB-node for upstream traffic. In addition, we think the eventual goal is to deliver the BAP PDU to the destination, regardless of inter-CU routing. So, for upstream traffic, we wonder if the real destination BAP address should be still added as same with Rel-16, which is beneficial if RLF/local rerouting happens in the first topology. 
On the other hand, for downstream traffic, there is no destination in the first topology, so we think the donor-DU cannot assign the real destination BAP address in BAP header. In this case, we think some consideration is needed as the rapporteur suggested. In addition, we assume the boundary IAB-node rewrites the BAP header for the destination for the second topology (i.e., the real destination BAP address). 

	Lenovo
	
	Based on the agreement from last RAN3 meeting:

For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.

Example 1 can be used, and then the UL/DL packets can be routed to the boundary IAB node identified by the unique BAP address in the first topology.

	CATT
	Yes
	We think example 2 is OK.

	
	
	


Issue C: Traffics differentiation 
As to the BAP behavior at the boundary node for inter-CU routing, following traffics/data needs to be differentiated: 
· Case 1: data of non-concatenated traffic, which should be delivered to upper layer (DL only);
· Case 2: data of non-concatenated traffic, which should be forwarded to the next IAB-node;
· Case 3: data of concatenated traffic, which should be delivered to upper layer (DL only);
· Case 4: data of concatenated traffic, which should be rewritten its BAP header and then forwarded to the next IAB-node.
Question 20: Do you think it is an open issue for inter-CU routing?

Issue 1: How to differentiate the concatenated traffic and non-concatenated traffic;
Issue 2: How to determine whether a data should be delivered to upper layer (for downstream);
Issue 3: How to determine whether the BAP header of a data should be rewritten.
If yes, it will be captured as “listing of Open issues” as the outcome of this email discussion.
	Companies
	Y/N for issue 1/2/3?
	Comments

	Kyocera
	Yes
	We’re not sure if these are all of the issues at least at this point. We assume some of them (or additional one) may depend on outcome of other Questions/solutions. 

	Lenovo
	
	May be the issue can be classified into DL and UL separately.

For UL:

The non-concatenated traffic is identified with the BAP address of Donor-DU1, and it can work well based on the current routing mechanism. While for the concatenated traffic which is identified with the BAP address of boundary IAB node, the boundary IAB node needs to deliver the traffic to the collocated BAP entity and rewrite the BAP header when reception the UL concatenated traffic.

For DL:

The issue for the DL is the concatenated traffic and the DL traffic which terminated at boundary IAB node are both use the destination BAP address of boundary IAB node, some enhancements need to be introduced to differentiate these two types of DL traffic.

	CATT
	
	Depends on the outcomes of Issue A and Issue B.

	
	
	


2.3.2 BH RLC channel mapping at the boundary node
Issue A: BH RLC channel mapping table
Some RAN3 agreements

	· To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

· The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.

· The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)


For the bearer mapping (i.e. egress BH RLC CH determination) at the boundary node, since option 5 (IP header based solution) is not preferred in RAN2, there seems no other information can be used to determine the egress BH RLC CH, except the BAP header and ingress BH RLC CH. It seems mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” is the straight forward solution.

Also note that, even if the QoS information coordination among donors is per GTP-U tunnel, the non-F1-tereminating donor is better to avoid the “BH RLC CH remapping” at the boundary node (e.g. avoid configuring multiple egress BH RLC CHs mapped with one ingress BH RLC CH for upstream). Anyway, whether to support this “BH RLC CH remapping” can be one of the RAN2 open issue.
Question 21: Do you agree to support the 1:1 and N:1 mapping (i.e. not support remapping) from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing?
	Companies
	Yes or No?
	Comments

	Kyocera
	Yes
	

	Lenovo
	Yes
	1:1 and N:1 mapping can be supported at the boundary node.

	CATT
	Yes
	

	
	
	


2.3.3 Others
Question 22: Do you see any other essential open issues not covered above specific for inter-CU routing? 
	Companies
	Comments

	
	

	
	

	
	

	
	


3 Conclusion and proposals

Based on the above summary, following proposals are given.
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