Appendix
	Topic
	Issue
	Related solutions
	Comments

	Fairness
	IF-1
	F3-1
	

	
	IF-2
	F1-1, F1-2, F1-3, F2-1, F4-1
	

	
	IF-4
	F2-1, F2-2, F2-3
	

	
	IF-6
	No specific solution for this overarching issue – an issue which has very little support to date
	

	Latency
	IL-1
	L1-1, L1-2, L1-4, L2-1, L2-2
	

	
	IL-2
	L4-3
	

	
	IL-3
	L4-1
	

	
	IL-4
	L1-3
	

	
	IL-5
	L3-1, L4-2
	

	
	IL-6
	L3-2, F4-2, L4-2
	

	
	IL-7
	L1-2
	

	Congestion
	IC-1
	C1-1, C1-2, C1-3, C1-4
	

	
	IC-3
	C2-1
	

	
	IC-4
	C3-1
	

	
	IC-5
	C1-6, C1-7
	

	
	IC-6
	C1-8
	

	
	IC-7
	C4-1, C5-1
	

	
	IC-8
	C1-5
	

	
	IC-9
	Solution was proposed after the existing list was compiled – also, issue has very little support to date
	


For your reference:
ISSUES

IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement

IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)

IF-6: There is no agreed way of evaluating success of any fairness mechanisms that may be introduced

IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16

IL-4: IAB node cannot accurately determine the one-hop latency for the access link, as the access link PDB configuration includes the wireless backhaul related delay which is subject to change

IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free

IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel

IL-7: IAB node cannot reliably/efficiently (i.e. with a known/predictable impact on QoS) discard packets, as the CU cannot currently provide e.g. a recommended discard PDB

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 

IC-3: Child node keeps requesting UL resources and/or allocating UL resources to its descendant nodes, even if the parent node is experiencing upstream congestion, as there is no UL HbH flow control in Rel-16 (apart from uplink scheduling which serves this purpose, but up to a point)

IC-4: IAB node only knows that the parent node has BH RLF (and only once the parent node’s recovery attempts have failed), but does not know if the parent node has recovered (or is likely to recover) from BH RLF 

IC-5: IAB node may send DL HbH flow control feedback multiple times as triggering is done on simple threshold rule

IC-6: Child node stays with the same parent node, even if the parent node is experiencing downstream congestion, which could cause congestion to worsen further downstream

IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion

IC-8: Parent node does not know the desired data rate from the DL HbH flow control feedback

IC-9: An IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data from child nodes to be routed over the congested cell group 

SOLUTIONS
F1: IAB nodes are configured with additional information by the CU


F1-1: Related to the number of bearers in a specific BH RLC channel (e.g. actual number, average number) 


F1-2: Related to QoS of bearers in a specific BH RLC channel


F1-3: Related to LCP procedure at IAB nodes – introduce new logical channel variable to allow UE bearer-level buffering and prioritization

F2: Additional information is added in the BAP header


F2-1: Bearer ID


F2-2: Bearer ID and hop count of the specific path


F2-3: Number of UE DRBs in a specific BAP packet

F3: Additional signaling exchange is introduced between parent and child nodes


F3-1: Downstream radio conditions are shared with the parent node(s)

F4: Additional signaling is introduced from IAB nodes to the CU


F4-1: Related to load information per BH RLC channel


F4-2: Related to per-hop latency and per-hop packet loss on individual links

L1: IAB nodes are configured with additional information by the CU


L1-1: Related to the number of remaining hops in the upstream or downstream 


L1-2: Related to the enhanced PDB-derived values (e.g. “remaining PDB”, “discard PDB”) of a specific BAP packet


L1-3: Related to one-hop PDB and configured for the access node

L1-4: Related to PDB value per BH RLC channel per destination

L2: Additional information is added in the BAP header


L2-1: Related to the total hop count per path in the BAP header


L2-2: Related to the remaining PDB (as determined by the previous-hop scheduler) of a specific BAP packet

L3: Additional signaling is introduced from IAB nodes to the CU


L3-1: Buffer/link status of IAB-nodes is shared with the CU


L3-2: Latency measurements for individual hops per BH RLC channel are shared with the CU
L4: New behaviour or feature is specified for the IAB nodes


L4-1: Buffer size calculations for pre-emptive BSR are specified


L4-2: Local re-routing is allowed for purposes other than RLF (e.g. based on delay on outgoing link)


L4-3: The number of LCGs for IAB-MT is increased

C1: Enhancements to DL HbH flow control


C1-1: HbH flow control feedback is forwarded to upstream (ancestor) nodes


C1-2: HbH flow control feedback is processed and shared with upstream (ancestor) nodes (e.g. combined/average status of several child nodes, simplified indication of status of links)


C1-3: Trigger HbH flow control feedback when HbH flow control feedback is received from child node


C1-4: Trigger HbH flow control feedback when HbH flow control feedback is received from child node and certain additional conditions on the content of this feedback are met (e.g. buffer occupancy is above a certain threshold)


C1-5: Enhance format design of DL HbH flow control messages (e.g. different granularity – report per BH RLC channel group)


C1-6: Introduce polling triggers (e.g. transmission from the ancestor node changes)


C1-7: Enhance flow control feedback mechanism – avoid sending multiple reports for long-term congestion

C1-8: Introduce congestion indication to child node in DL HbH Flow control (to avoid long-term packet loss at child node of congested IAB nodes)
C2: Introduction of UL HbH flow control


C2-1: Parent node indicates to child node information on upstream links

C3: Additional signaling exchange is introduced between parent and child nodes


C3-1: New RLF notifications are introduced from parent to child node

C4: Additional signaling is introduced from IAB nodes to the CU


C4-1: IAB node sends a congestion report to the CU

C5: New behaviour or feature is specified for the IAB nodes


C5-1: Local re-routing is performed based on reception and content of HbH flow control messages

