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1   Introduction

This submission contains the report from the following post-RAN2#112-e email discussion:

· [Post112-e][065][eIAB] Fairness Latency Congestion (Samsung)


Scope: Starting from previous outcomes, determine which issues to address. If time permits can have a round of discussion on candidate solutions, e.g. which solution to address identified issue. Details also as proposed in [Post112-e][030], Intermediate deadlines by Rapporteur.


Intended outcome: Report, including at least an agreeable list of issues to focus on going forward, in the order of priority/support, pave the way for meeting discussions and agreements.


Deadline: Long

As a reminder, the following has been agreed as one of the ojectives of the Rel-17 IAB WI:

Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Starting from guidelines provided by the Chair in the post-RAN2#111-e email discussion [Post111-e][902][eIAB], and the submissions on the relevant issues to RAN2#111-e (none of them were treated as there were no TUs allocated to Rel-17 IAB WI at RAN2#111-e, but were a very useful and valid starting point nonetheless), a discussion aimed at agreeing a baseline and discussing main issues was held and is captured in R2-2011061. A follow-up, more detailed discussion was then held during RAN2#112-e ([AT112-e][030][eIAB], captured in R2-2011142), aiming at discussing initial solutions. 

This document aims to revisit the fundamental issues in more detail, capture and quantify support for different identified issues, and map the solutions already identified in R2-2011142 to a comprehensive list of issues.

2   Phase-1: collecting issues

In Tables 1/2/3 below, rapporteur has captured Fairness/Latency/Congestion issues based on R2-2011142 and R2-2011061, and various offline discussions already held. Companies are invited to add further issues. At this stage there is no need to dispute an issue, or indicate support for an issue (although naturally adding your own issue which is not initially in the rapporteur’s list will indicate some level of support for that specific issue). 

You are however welcome to share clarifications on certain issues in the final column (this is especially important if you were one of the original proposers of an issue/related solutions, and what is captured is not complete or correct in your view). 

Please note there is currently no mapping of solutions to these issues (this will happen in Phase-3) – at this stage suffice it to say that there are fewer issues than solutions (as is expected – this does not mean that down-selection of solutions has taken place). Also, several of Topology and Latency issues overlap, so they are only captured in one place.

2.1   Topology-wide fairness

	Issue no.
	Issue description
	Why cannot the issue be solved with Rel-16 baseline and/or implementation?
	Why is the issue worth pursuing?
	Any comments?

	IF-1
	The scheduler of an IAB node may not have all the information needed (e.g. link quality across multiple hops) to make appropriate scheduling decisions (e.g. proportional fair) for different bearers/RLC channels across multiple child-IAB nodes
	The scheduler of an IAB node does not have the information on links further downstream
	Improves scheduling efficiency and increases fairness
	[Intel]: It suits for both upstream and downstream
[QC] The issue description needs to capture the scheduler’s expected behavior in case there is different downstream link quality for two BH RLC Channels. Without such description, it is not clear if any information is missing or what information would have to added. It is also not clear why adding information would make things any better.

[Apple] One point to note here is that the bar of how fair the IAB/eIAB system should be can be set to that of a single hop system. The issue as mentioned gets trickier esp. with N:1 mappings in two ways 

-The RLC latency is normalized if aggregation is done across link qualities and 
- loss of aggregated BH RLC SDUs can be felt across multiple UEs which does not happen in the 1:1 mapping cases. 
In the name of fairness, we should tip the scales by providing undue advantages to UEs that might for example, be further away from the IAB Nodes in terms of RF (note: the point here is different from those UEs that are further away from the donor due to multiple hops). 
[CATT] We need to discuss this issue based on unified understanding of “fairness”.
[Sony]: We think the scheduler issue does exist and may impact the topology-wide fairness. We share the opinion that scheduler’s behavior should be elaborated and what’s the potential missing information.
[AT&T]: One expected behavior of the scheduler would be to use the downstream link quality measurements/metrics to adjust the scheduling (e.g. PF weights) to take into account the overall route link quality and not just the immediate next hop. For example the scheduler may prioritize resources for a BH RLC channel which has lower quality on a downstream hop over one with higher quality, even if the quality of the two channels on the immediate next hop is the same or similar in order to improve fairness. The information related to the downstream quality could be existing measurements (e.g. CSI feedback) or some form of a ‘benefit metric’ which aggregates/abstracts the multi-hop link quality in a uniform manner.

	IF-2
	Workload on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced
	IAB nodes do not have the QoS info of the bearers themselves, while CU has no info of the BH links load
	Helps achieve similar latency for UEs with same QoS requirement
	[Ericsson]: We are not sure that “while CU has no info of the BH links load” is an entirely correct statement. The CU is in control of the BH RLC traffic traversing a certain IAB node and hence the load.
[Intel]: The key/final issue caused by unbalanced between BH RLC channels is that it increases user latency experience due to (unbalanced) heavy load or even congestion at IAB nodes. Hence, following changes are suggested:

Adding “, leading to some users experiencing longer latency” to reflect the real issue
[ZTE] This issue is not quite clear to me. The load in BH RLC channels are unbalanced. However, IAB node can get the QoS info of BH RLC channels and then schedule appropriately. It is suggested to provide more detailed description. 
[QC] What is the assumption on the reason for the unbalance of the workload: Different load among bearers or different number of bearers per BH RLC CH? What is the expected behavior of the scheduler to fix the issue if it had all information under the sun 
[CATT] This issue is difficult to understand. Please give an example to illustrate the potential enhancement. We think CU has the info of the BH link load.
[FTW] we have similar concerns as other companies. The meaning of “workload” is not very clear. Perhaps some examples would be useful.

	IF-3
	IAB node cannot prioritize bearers with e.g. higher number of hops
	The scheduler of an IAB node does not have a latency reference (e.g. total number of hops, remaining number of hops) for the packets being scheduled
	Helps provide same QoS experience regardless of hop number
	[CATT] IAB network is not same as non-IAB network, because packets need to go through multiple hops to reach the destination. If IAB-node scheduling ignores multiple hops, packets with the same QoS requirement would have different latency. That is unfair to the packets with the same QoS requirement.
[FTW] can this issue more accurately be described as the IAB node does not have information about the remaining latency budget for a packet? Each hop can have different latency, and hence number of hops is at best loosely indicative of latency.
So perhaps IL-1 is a more clear description of the same issue?

	IF-4
	IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers 
	The scheduler has no knowledge of number of aggregated bearers on a BH channel
	Helps provide same QoS experience regardless of bearer mapping
	[HW]: Want to clarify if “BH RLC CHs that aggregate more bearers” is equal to “BH RLC CHs that aggregate large data rate”. It seems the actual data load/data rate on a certain BH RLC is not exactly same as the number of aggregated bearers.
[QC]: On HW’s comment: The observation is correct that the actual load on BH RLC channels depends not only of the number of bearers aggregated but also on the load per bearer. The following should be achievable: If two BH RLC channels have same buffer load but carry different number of DRBs with same QoS, the scheduler should be able to give the BH RLC channel with more DRBs higher weight. For that purpose, it needs to know the number of DRBs in the BH RLC channel.
[Apple] As in IF-1 this is a tricky situation and depends on how the aggregation itself is being done. In providing more resources the overall fairness shouldn’t be moved from one extreme to the other. Issue as listed by rapporteur however remains.
[FTW] QCM’s explanation isn’t very clear. Is QCM describing a rate sensitive QoS class (with GBR) or a latency sensitive QoS class?

If it is former, one would expect the buffer load to be proportional to the number of aggregated DRBs. 
If the scenario is that latter, then the BH RLC channel with more DRBs also has less data buffered per DRB. Hence, each of these DRBs needs less scheduling opportunities compared to the DRBs of the BH RLC channel with fewer DRBs (i.e. buffering latency ~ data buffered per DRB/scheduling opportunities for that DRB). In other words, for latency fairness  these two BH RLC channels should get about the same number of scheduling opportunities, independent of the number of aggregated DRBs. 

	IF-5
	IAB node cannot offer per-bearer fairness
	The scheduler does not have QoS information of individual bearers, and feedback from CU to access node (via NR UP protocol) is not visible to intermediate nodes
	Helps provide same QoS experience regardless of bearer mapping
	[Ericsson]: What is the difference between this issue and IF-2? Both IF-5 and IF-2 seems to address the same problem.

It is also not clear what is the “feedback from CU” and why such feedback should be visible to intermediate nodes. It would be good to clarify what would be the purpose of such feedback. In general, that seems to hint to a possible solution, so it should not be included here in the problem description.
[HW]: Is it the E2E bearer when we say “per-bearer”?

Does IF-5 covers IF-4?
[ZTE] I guess the per-beare means the UE bearer aggregated to the BH RLC channel. However, we are confused with the  feedback from CU to access node. What kind of feedback is it?
[QC] As we discussed online, the term “fairness” is not about meeting QoS requirements but it relates to the resource distribution among bearers for BE services.

The goal of 1:1 mapping was to enable per-bearer QoS support. It has always been understood that there is only limited per-bearer QoS support possible when bearers are aggregated.  Also, we cannot assume that there is any sub-BH-RLC-CH QoS differentiation since this would imply prioritization of some packets over others within the same ARQ window which disturbs the ARQ packet order and will be canceled out via reordering at the receiver.
[CATT] We understand IF-5 is same as IF-2. Does it mean the fairness for the bearers in the same BH RLC channel? We can use the 1:1 mapping for per-bearer fairness.
[FTW] again, I’m not sure I followed QCM’s comment about packet reordering. Is the comment here about ordering packet’s from different DRBs before allocating BH RLC SNs, or reordering BH RLC channel packet’s within the ARQ retransmission buffer?

	IF-6
	How the success of fairness mechanisms is evaluated
	No such mechanism defined in Rel-16
	Provide a criterion for solution evaluation 
	[Intel]: Capturing a FFS issue from R2-112e.
[LG]:

We understand that “FFS how the success of such mechanisms is evaluated” is important. But, we think that it seems a different kind of issue unlike other issues. Actually this is needed when we evaluate and determine a solution for an identified issue. 
Given that this email discussion focuses on identifying a real issue, not an issue on how to evaluate a solution, it would be good to clarify whether this issue is relevant with this email discussion.
[QC] We should not try to define fairness. The present approach taken here is much better where we look at individual problem scenarios, see how they should be solved and what is missing.
[Apple] This can be part of the solutions phase as others have suggested and is not necessary in the issue description phase.

	F-1 to 5 
	
	
	
	We appreciate the classification among the various issues provided by the rapporteur in this table. Moving forward, we propose to define in a little more detail the underlying assumptions (col 2) and the (tentatively) expected behavior of the scheduler. Otherwise, it is hard to see why Rel-16 wouldn’t be able to address the issue and to converge on what additional information is needed at the scheduler.   

	
	
	
	
	


2.2   Multi-hop latency

	Issue no.
	Issue description
	Why cannot the issue be solved with Rel-16 baseline and/or implementation?
	Why is the issue worth pursuing?
	Any comments?

	IL-1
	IAB node cannot help ensure that overall or remaining PDB is met for a packet
	IAB node does not have information on the remaining PDB or overall PDB
	Helps to meet required PDB
	

	IL-2
	IAB node may need to report joint buffer status for LCHs with rather differing QoS requirements 
	IAB node’s scheduling granularity is limited by the Rel-16 number of LCGs
	Helps to meet required PDB
	[CATT] Does this issue is to increase the number of LCGs? 

	IL-3
	Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors
	Buffer size calculation for pre-emptive BSR is left to implementation
	Helps ensure more consistent scheduling across the network(s)
	

	IL-4
	IAB node cannot determine the one-hop latency for the access link 
	Latency between donor CU and access IAB-node-DU, including possible multiple hops in between, is unknown to the access IAB node
	Helps to meet required PDB
	[Ericsson]: We added “access” since the issue description is about “the one-hop latency for the access link”. Is that correct understanding?
[ZTE] why emphasize access link? IAB node may not determine the one hop latency for backhaul link. Is there any special for access link? 
[QC] Agree with Ericsson. The access link PDB configuration includes the backhaul-related delay. For a wireline system, this can be hard configured on the DU via OAM. For IAB, it includes the wireless backhaul delay as well which is subject to change.
[Sony]: We agree with Ericsson and think the backhaul delay between CU and access link should be considered.

	IL-5
	The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
	The CU does not have information on the buffer status of IAB nodes or status of individual links
	Helps ensure more efficient scheduling and meet required PDB
	

	IL-6
	The CU is unable to configure routing based on actual latency per BH RLC channel
	The CU does not have information (e.g. measurement reports) on one-hop latency per BH RLC channel
	Helps to meet required PDB
	[HW]: We need to clarify if this “actual latency” is the real-time latency status or some long term average latency status.
[ZTE] I think it may be a filtered latency status.

	IL-7
	IAB node cannot reliably/efficiently discard packets
	The only PDB information known to the IAB node is one-hop PDB (used for scheduling) – the CU cannot currently provide e.g. a recommended discard PDB
	Helps ensure more efficient scheduling and meet required PDB
	[ZTE] Just to clarify that the one hop PDB provided from CU to IAB DU is for the BH RLC channel between IAB DU and child IAB MT. For the collocated IAB MT, it does not know the PDB for the BH RLC channel between itself and parent IAB DU. 
[Apple] …… while still operating within the packet error rate boundaries of the 5QI since PDB is just one of the 5QI. For BE flows, the additional packet dropping mechanisms shouldn’t cause any additional drops than those experienced by a single hop system.
[FTW] in general the spec does not impose any requirement for dropping packets that have exceeded their PDB. However, in our understanding there is a requirement to include such packets in the evaluation of PER for Delay Critical GBR resource type. On the other hand for GBR and non-GBR resource types, packet’s that have exceeded their PDB are not included in the evaluation of PER.
So perhaps it is better to focus on what is required, rather than on what is nice-to-have.

	…
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


2.3   Congestion mitigation

	Issue no.
	Issue description
	Why cannot the issue be solved with Rel-16 baseline and/or implementation?
	Why is the issue worth pursuing?
	Any comments?

	IC-1
	Long-term congestion on a single link cannot be alleviated using existing mechanisms
	Rel-16 HbH flow control cannot handle long-term congestion
	Helps alleviate and prevent congestion
	[HW]: We’d better clarify this is for UL or DL.
[Intel]: We wonder IC-2/3/5 cover IC-1? 
[QC] We disagree. AQM on the intermediate node will drop packets in response to congestion. This packet loss will be reported back by the access IAB-node via DDDS to the CU-CP. This report can be used by the CU-UP to throttle throughput.  However, this mechanism relies on packet drop. It would be better to improve this mechanism to not require packets to be dropped
[CATT] We agree. R16 HbH flow control can not alleviate the long term congestion.  R17 need some enhancement mechanisms. to solve this issue, e.g UL HbH flow control, DL  HbH flow control enhancement, local re-routing and so on.
[FTW] partially agree with QCM’s comment, Our understanding is that DDDS provides a selective NACK mechanism that allows the CU-UP to retransmit PDCP PDUs that have been discarded/dropped in the transport network. However, it is not clear that the CU-UP would throttle throughput in response to such packet drops. 

	IC-2
	Congestion in a chain (local part of the network) cannot be alleviated using existing mechanisms
	Rel-16 HbH flow control only handles localized congestion
	Helps alleviate and prevent congestion
	[QC] See comment in IC-1
[CATT] We think this issue is same as IC-1.
[FTW] seems to be the same issue as IC-1.

	IC-3
	Child node keeps requesting UL resources and/or allocating UL resources to its descendant nodes, even if the parent node is experiencing upstream congestion
	There is no UL HbH flow control in Rel-16
	It can bring enhancements on top of existing UL scheduling procedures and potentially alleviate upstream congestion
	[Nokia] The issue is rather as expressed as Observation 1 in our R2-2009798:

“Based purely on uplink-scheduling mechanisms, an IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data to be routed over the congested cell group from child nodes.”
[QC] The issue description does not refer to DC. 
As we interpret the issue description, it is not clear why UL HbH flow control would fix anything. The congestion point can only be pushed down to the access IAB-node. It cannot be pushed down to the UE, i.e. the traffic source. 
[CATT] We think this is a UL type of long-term congestion as IC-1. UL flow control is needed to solve this issue.

	IC-4
	IAB node does not know if the parent node has recovered (or is likely to recover) from BH RLF
	IAB node has no knowledge of the progress of recovery from BH RLF – only that initial recovery has failed
	Minimizes unnecessary topology changes, helps prevent congestion
	[HW]: Is this for RLF handling or congestion mitigation?
[QC]: In Rel-16 the IAB-node does not even know that the parent node has BH RLF until the parent node’s recovery attempts have failed. This topic is handled by the email discussion on topology adaptation.
[FTW] what is the meaning of “initial recovery has failed”? RLF recovery either succeeds or it fails.

	IC-5
	IAB node may send flow control feedback multiple times
	Triggering of flow control feedback is done based on a simple threshold rule 
	Keeps overhead in check
	

	IC-6
	Child node stays with the same parent node, even if the parent node is experiencing downstream congestion, which could cause congestion to worsen further downstream
	Child node is unaware of congestion at parent node
	Helps alleviate and prevent congestion
	[Intel]: Avoid resource waste at child IAB node and reduce packet drop is another reason why this issue should be further pursued
[QC] This issue is completely incomprehensible. What is proposed her: The child node performs reestablishment because the parent was congested?
[Apple] Should this issue be dealt in the topology adaptation discussion? Or, proactive messaging to  avoid congestion?

	IC-7
	CU cannot update the routing path that is experiencing congestion
	CU has no knowledge of local congestion conditions
	Minimizes unnecessary topology changes, helps prevent congestion
	vivo: Another reason why we think this issue should be pursued is that it also helps to maintain the centralized management role of CU, so that the routing behaviors under within the same topology can be well-controlled.
[Sony] It’s indeed that CU may not get up-to-date local congestion information. And to keep the routing table in real-time manner would be costly in terms of signaling overhead. 

	IC-8
	Parent node does not know the desired data rate from the per hop HbH flow control feedback
	The desired data rate information is not supported in R16 per hop flow control
	Help parent node to throttle the transmission rate, in addition to the data volume.
	[QC] BAP flow-control feedback achieves the same goal. Since the desired data rate varies on short time scale due to changes on downstream link condition, absolute data-rate values need to be frequently updated which creates high CP overhead
[FTW] what is the meaning of “desired” data rate? Can the proponents provide some definition or example of how this would be calculated?

	…
	
	
	
	

	
	
	
	
	

	
	
	
	
	


3   Phase-2: consolidating the list of issues, collecting support for individual issues

Based on input received in Phase-1, the rapporteur has compiled a consolidated list of issues. Some of the issues have been further clarified based on input received, certain issues have been merged, and, on a handful of occasions, new issues have been added. 
The companies are asked to provide their support for various issues by putting an ‘x’ against the issue they would like to see studied further as part of Rel-17 IAB, in the relevant Table(s). Please try and avoid expressing conditional support – idea is to either support an issue for further study, or not to support.
3.1   Topology-wide fairness
Consolidated list of issues (same numbering as section 2.1, but more detailed description in some cases):
IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement
IF-3 ( Merged into IL-1
IF-4: IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers and/or carry bearers with higher load per bearer (i.e. IAB node cannot give more resource to those BH RLC CHs with higher aggregate load)

IF-5 ( Merged into IF-2

IF-6: There is no agreed way of evaluating success of any fairness mechanisms that may be introduced
	Company
	IF-1
	IF-2
	IF-4
	IF-6

	Kyocera
	
	
	X
	

	Samsung
	X
	X
	X
	

	Turkcell
	X
	
	X
	

	LG
	
	
	
	


3.2   Multi-hop latency

Consolidated list of issues (same numbering as section 2.2, but more detailed description in some cases):
IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

IL-2: IAB node may need to report joint buffer status for LCHs which have rather differing QoS requirements, due to the current (Rel-16) limit on the number of LCGs

IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16
IL-4: IAB node cannot accurately determine the one-hop latency for the access link, as the access link PDB configuration includes the wireless backhaul related delay which is subject to change

IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free
IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel
IL-7: IAB node cannot reliably/efficiently (i.e. with a known/predictable impact on QoS) discard packets, as the CU cannot currently provide e.g. a recommended discard PDB
	Company
	IL-1
	IL-2
	IL-3
	IL-4
	IL-5
	IL-6
	IL-7

	Kyocera
	
	X
	X
	
	X
	X
	

	Samsung
	X
	
	X
	
	X
	X
	X

	Turkcell
	
	
	X
	
	X
	X
	X

	LG
	
	X
	X
	
	
	
	

	vivo
	X
	X
	X
	
	
	X
	X


3.3   Congestion mitigation
Consolidated list of issues (same numbering as section 2.3, but more detailed description in some cases):
IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 
IC-2 ( Merged into IC-1

IC-3: Child node keeps requesting UL resources and/or allocating UL resources to its descendant nodes, even if the parent node is experiencing upstream congestion, as there is no UL HbH flow control in Rel-16 (apart from uplink scheduling which serves this purpose, but up to a point)
IC-4: IAB node only knows that the parent node has BH RLF (and only once the parent node’s recovery attempts have failed), but does not know if the parent node has recovered (or is likely to recover) from BH RLF 

IC-5: IAB node may send DL HbH flow control feedback multiple times as triggering is done on simple threshold rule

IC-6: Child node stays with the same parent node, even if the parent node is experiencing downstream congestion, which could cause congestion to worsen further downstream
IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion
IC-8: Parent node does not know the desired data rate from the DL HbH flow control feedback
IC-9: An IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data from child nodes to be routed over the congested cell group 
	Company
	IC-1
	IC-3
	IC-4
	IC-5
	IC-6
	IC-7
	IC-8
	IC-9

	Kyocera
	
	
	X
	
	
	X
	
	

	Samsung
	X
	
	X
	X
	
	X
	X
	

	Turkcell
	X
	
	X
	
	
	X
	
	

	LG
	X
	
	X
	
	
	
	
	

	vivo
	
	
	
	X
	
	X
	X
	


3.4   Any other comments

	Company
	Additional comments (if any)

	Kyocera
	As a general comment, we’re wondering if the topology-wide optimizations should be basically controlled by the IAB-donor, e.g., by the existing routing configuration update or handover, while the local optimizations can be handled by the IAB-nodes. So, we wonder if RAN2 needs to figure out which node should take care of which issue. Also, we’re wondering if RAN2 should discuss what information is unavailable at the IAB-donor for topology-wide optimizations, in addition to lack of information at the IAB-nodes for local optimizations. 

Regarding IC-4, we’re wondering if the duplication of discussion should be avoided among the agenda items, although we see the parent’s BH RLF is related to both topics, i.e., topology adaptation and congestion mitigation. 

	LG
	It seems that IC-4 is related to RLF indication enhancement, which is now discussed in the email discussion for topology adaption. Even though it turns out that IC-4 is agreed to study for congestion mitigation, we think that it would be good to discuss this issue in one place, i.e., topology adaptation, to avoid duplication and maintain consistency of discussion. 

	vivo
	For IC-7, we understand the company’s concern on the unnecessary signalling overhead in case the CU gets the up-to-date local congestion information in a real-time manner. The solution (IC-7) was actually proposed with the presumption that the update process can be performed periodically to achieve the balance between the timely information and excessive overhead. 


	
	


4   Phase-3: mapping of previously proposed solutions to the consolidated list of issues

5   Conclusions

