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1   Introduction
This submission contains the report from the following post-RAN2#111-e email discussion:

· [Post111-e][902][eIAB] Enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation (Samsung)


Scope: Aim to clarify the scope. Determine which technical issues to address as a part of this WI objective. For better understanding and illustration of the issues only also solutions can be discussed, but solution decisions will NOT be taken based on this email discussion. 


Intended Outcome: Report


Deadline: long

As a reminder, the following has been agreed as one of the objectives of the Rel-17 IAB WI:
Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Starting from guidelines provided by the Chair in the email discussion description above, and the submissions on the relevant issues to RAN2#111-e (none of them were treated as there were no TUs allocated to Rel-17 IAB WI at RAN2#111-e, but are a very useful and valid starting point nonetheless) this document aims to clarify the scope by identifying specific technical issues to be addressed.
2   Phase-1: clarifying the scope
2.1   Topology-wide fairness
This is perhaps the aspect of the Rel-17 IAB WI where we have least Rel-16 work to fall back on – although the issue was addressed briefly during the SI phase and some aspects are captured in the IAB TR. The following is a list of issues identified by the rapporteur of the discussion, based on submissions to RAN2#111-e:

1. Fairness definition and metrics:

a. Focus of fairness (e.g. from a single-node point of view; fairness across different nodes; across different paths – i.e. load balancing across different paths and nodes to achieve resource utilization fairness, etc.)

b. Granularity of fairness (e.g. UE bearer level, BH RLC channel level, BH link level, fairness between access and backhaul links, etc.)
c. Metrics used to evaluate fairness (e.g. resource usage, fair and efficient use of scheduling opportunities, meeting QoS requirements in a uniform manner, etc.)
2. Whether there are any differences in approaches to fairness for 1:1 and N:1 mapping cases, and whether the 1:1 case at all requires any fairness-related enhancements
3. Who enforces fairness (Donor CU, parent IAB node(s), …) and whether we should support local decision-making for cases other than RLF
4. Whether additional information exchange is needed on top of Rel-16 baseline to ensure topology-wide fairness
5. If additional information exchange and additional procedures are needed on top of Rel-16 baseline, what are they? Examples include (but are not limited to):

a. Whether additional measurement reports are needed

b. Which layer (or layers) is used for exchange of additional information (if any)
c. What is the flow direction of the additional information exchange
d. Whether the additional information (if any) introduces unacceptable levels of overhead
e. Whether to allow splitting data of a radio bearer into two or more paths
Question 1: Do you agree that the above is a comprehensive list of high-level issues impacting topology-wide fairness? If you feel certain issues have been missed, please add them below (but bear in mind they could be sub-issues of the above issues). If you feel some of the above should not be studied, please say so, and explain why. Please focus on identifying issues at this stage and not proposing solutions.
	Company
	Comments

	Kyocera
	We agree with the rapporteur’s view. 

	Intel
	Yes, we agree that the above list has covered well for fairness discussion. We would like to propose to add UE logical channel level as a candidate in granularity of fairness discussion list, where more accurate scheduling can be considered.

Besides, item 5/e “splitting data of a radio bearer into two or more paths” can bring benefit to many areas, including fairness and multi-hop latency reduction. So, we propose to consider this point in Q2 as well.

	Huawei
	The summary looks comprehensive.

Before we agree to consider/study something in the WI, we need to first clarify what’s the issue which cannot be solved by R16.
Please note in the R16 F1AP signaling, we do have the per Hop QoS configuration on BH RLC from CU to DU. This will help the CU implementation to control the per hop BH RLC QoS parameters in the DU scheduler, which will take into account all the topology related fairness by CU. That means regardless the topology, CU will instruct DU to guarantee all UE traffic’s QoS.

So, we prefer to first discuss “What fairness cannot be supported by R16 spec/implementation and needs to be specified in R17”.
At last, “whether we should support local decision-making for cases other than RLF” in 3 and 5-e can be discussed in another topic, which seems not tight related to the “fairness”.

	CATT
	We agree with rapporteur’s views about the topology-wide fairness.


2.2   Multi-hop latency
The MT part of an IAB node can currently request uplink resources for the UL data transmission after it actually receives the data to be transmitted from its child node, but also before it receives actual data, as it may already have knowledge of incoming data from the child node based on received BSR (Buffer Status Report). In a multi-hop network, the delays are likely to accumulate due to number of hops and aggregated volume of data at IAB nodes, so pre-emptive scheduling has the potential to reduce this significantly. This is why pre-emptive BSR was introduced in NR IAB Rel-16.
Further enhancements have been discussed in submissions to RAN2#111-e and the following is a list of high-level issues:

1. What are the latency/QoS metrics we would like to optimize under this WID objective?

2. Whether additional procedures are needed on top of Rel-16 baseline in order for this to happen
3. If additional procedures are needed on top of Rel-16 baseline, what are they? Examples include (but are not limited to):

a. Whether to allow the Donor CU to choose a different serving cell (access node/parent node) for a UE or an IAB-MT (such as one which is fewer hops away from the Donor CU)

b. Whether and how to enhance scheduling decisions of parent IAB nodes; examples include:

i.  allowing the reporting by a node to its parent node of status of backhaul links to its own child nodes
ii.  allowing the reporting by a node to its parent node of specific channels that will e.g. experience delay etc.
c. Whether to further enhance the pre-emptive BSR procedure

d. Whether and how to take into account the additional latency components in PDB management – things to take into account may include:
i.  switching between transmit and receive modes of an IAB node 
ii.  processing times along the chain, etc.
e. Whether to increase the number of LCGs per BH link
Question 2: Do you agree that the above is a comprehensive list of high-level issues impacting multi-hop latency? If you feel certain issues have been missed, please add them below (but bear in mind they could be sub-issues of the above issues). If you feel some of the above should not be studied, please say so, and explain why. Please focus on identifying issues at this stage and not proposing solutions.
	Company
	Comments

	Kyocera
	We agree with the rapporteur’s view. 

	Intel
	As mentioned in Q1, we suggest to consider item 5/e “data split” in sub-question 3 “additional procedure needed on top of Rel-16 baseline” as well. From our understanding, splitting data into multiple paths can also help to improve resource utilization as well as reduce multi-hop latency.  

	Huawei
	The summary looks comprehensive. Maybe we can directly discuss part 3 to focus on the issues.
For the PDB related discussion, e.g. in 3d, the per hop PDB related QoS can be configured on per BH RLC channel by CU in R16 IAB. This already considers the hop number related impacts on latency. So, we see no further need on the optimization on the PDB related management.
For 3a, we need to clarify the difference with the HO/redirection for UE/MT to another cell/node by CU implementation.
For 3b-i, we need to clarify the difference with flow control, which is a separate topic.
For 3e, we proposed this to be discuss in sec 2.1 as fairness issue, since this is to support more accurate scheduling among LCHs of one UE/MT, to provide finer QoS provision for the fairness.

	CATT
	We are general fine with rapporteur’s view. 

For 3b, we think whether some additional information provided by donor CU to the IAB node is necessary to enhance IAB node scheduling decisions can also be discussed. Thus, we prefer to add 3biii, i.e., allowing the additional information provided by donor CU to the IAB node.


2.3   Congestion mitigation
Flow control is needed in IAB networks to prevent congestion occurring. There are two main types of flow control in relay networks: end-to-end and hop-by-hop. On the uplink (UL), resource allocation serves as a form of flow control (the parent node has full control over UL transmissions of its child nodes). Therefore, Rel-16 IAB work on congestion mitigation has focused on the DL.
In NR Rel-16 IAB, HbH flow control feedback is limited to single-hop, and includes available or desired buffer size (in absolute terms, rather than relative terms e.g. percentage). Additionally, the flow control feedback can only be reported for a subset of bearers with the same routing ID (basically bearers heading to the same final destination), or for the entire channel (total buffer status of a channel of the link). Moreover, reporting based on polling and threshold-based reporting are both introduced.
Further enhancements have been discussed in submissions to RAN2#111-e and the following is a list of high-level issues:

1. Whether to introduce HbH flow control for upstream traffic as well

a. If HbH flow control is introduced for upstream traffic, which layer (or layers) should be responsible for it

2. Whether any enhancements are needed to E2E flow control (and how much of this is within RAN2 remit)

3. Whether to enhance existing DL HbH flow – examples include:

a. Enhancements to control feedback content (e.g. information on links to child nodes, information on buffer status of child nodes, time validity of this information etc.)

b. Enhancements to triggering conditions for self-reporting and/or triggering conditions for polling

c. Introducing additional reporting granularity options
4. Whether the additional information (if any) introduces unacceptable levels of overhead

Question 3: Do you agree that the above is a comprehensive list of high-level issues impacting congestion mitigation? If you feel certain issues have been missed, please add them below (but bear in mind that they could be sub-issues of the above issues). If you feel some of the above should not be studied, please say so, and explain why. Please focus on identifying issues at this stage and not proposing solutions.
	Company
	Comments

	Kyocera
	We agree with the rapporteur’s view. 

	Intel
	We generally agree the above list should be discussed with following change proposals from our side. 

1) We think “enhancement to triggering frequency for self-reporting and/or triggering conditions for polling” can also be discussed under sub-question 3. 

2) Enhancement to E2E flow control should be low priority for RAN2, as DL E2E flow control is now being actively discussed in RAN3, and RAN3 has deprioritized UL E2E flow control in Rel-17 during RAN3-109e.

	Huawei
	The summary looks comprehensive.
For UL flow control in bullet 1, the R16 implementation manner to throttle the UL grant scheduling is per LCG per UE level. We may want to have finer granularity as per LCH level flow control, similar to the DL.
The E2E flow control in bullet 2 should be purely R3 issue.

	CATT
	We generally agree the above views. Besides that, we think the following proposals should also be considered.

1) Re-routing can reduce the congestion of IAB-node by change the congested path. Thus, we think “whether any enhancements for local re-routing are needed due to the congestion” can also be discussed.

2) “Whether any enhancements are needed to E2E flow control” is in RAN3 scope. Thus it should be discussed base on the progress of RAN3’s discussion.


3   Phase-II: consolidating/confirming the scope and introducing example solutions

…
4   Conclusions
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