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1   Introduction

This submission contains the report from the following post-RAN2#111-e email discussion:

· [Post111-e][902][eIAB] Enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation (Samsung)


Scope: Aim to clarify the scope. Determine which technical issues to address as a part of this WI objective. For better understanding and illustration of the issues only also solutions can be discussed, but solution decisions will NOT be taken based on this email discussion. 


Intended Outcome: Report


Deadline: long

As a reminder, the following has been agreed as one of the objectives of the Rel-17 IAB WI:

Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Starting from guidelines provided by the Chair in the email discussion description above, and the submissions on the relevant issues to RAN2#111-e (none of them were treated as there were no TUs allocated to Rel-17 IAB WI at RAN2#111-e, but are a very useful and valid starting point nonetheless) this document aims to clarify the scope by identifying specific technical issues to be addressed.

2   Phase-1: clarifying the scope

2.1   Topology-wide fairness

This is perhaps the aspect of the Rel-17 IAB WI where we have least Rel-16 work to fall back on – although the issue was addressed briefly during the SI phase and some aspects are captured in the IAB TR. The following is a list of issues identified by the rapporteur of the discussion, based on submissions to RAN2#111-e:

1. Fairness definition and metrics:

a. Focus of fairness (e.g. from a single-node point of view; fairness across different nodes; across different paths – i.e. load balancing across different paths and nodes to achieve resource utilization fairness, etc.)

b. Granularity of fairness (e.g. UE bearer level, BH RLC channel level, BH link level, fairness between access and backhaul links, etc.)
c. Metrics used to evaluate fairness (e.g. resource usage, fair and efficient use of scheduling opportunities, meeting QoS requirements in a uniform manner, etc.)
2. Whether there are any differences in approaches to fairness for 1:1 and N:1 mapping cases, and whether the 1:1 case at all requires any fairness-related enhancements
3. Who enforces fairness (Donor CU, parent IAB node(s), …) and whether we should support local decision-making for cases other than RLF

4. Whether additional information exchange is needed on top of Rel-16 baseline to ensure topology-wide fairness

5. If additional information exchange and additional procedures are needed on top of Rel-16 baseline, what are they? Examples include (but are not limited to):

a. Whether additional measurement reports are needed

b. Which layer (or layers) is used for exchange of additional information (if any)

c. What is the flow direction of the additional information exchange

d. Whether the additional information (if any) introduces unacceptable levels of overhead

e. Whether to allow splitting data of a radio bearer into two or more paths

Question 1: Do you agree that the above is a comprehensive list of high-level issues impacting topology-wide fairness? If you feel certain issues have been missed, please add them below (but bear in mind they could be sub-issues of the above issues). If you feel some of the above should not be studied, please say so, and explain why. Please focus on identifying issues at this stage and not proposing solutions.

	Company
	Comments

	Kyocera
	We agree with the rapporteur’s view. 

	Intel
	Yes, we agree that the above list has covered well for fairness discussion. We would like to propose to add UE logical channel level as a candidate in granularity of fairness discussion list, where more accurate scheduling can be considered.

Besides, item 5/e “splitting data of a radio bearer into two or more paths” can bring benefit to many areas, including fairness and multi-hop latency reduction. So, we propose to consider this point in Q2 as well.

	Huawei
	The summary looks comprehensive.

Before we agree to consider/study something in the WI, we need to first clarify what’s the issue which cannot be solved by R16.

Please note in the R16 F1AP signaling, we do have the per Hop QoS configuration on BH RLC from CU to DU. This will help the CU implementation to control the per hop BH RLC QoS parameters in the DU scheduler, which will take into account all the topology related fairness by CU. That means regardless the topology, CU will instruct DU to guarantee all UE traffic’s QoS.

So, we prefer to first discuss “What fairness cannot be supported by R16 spec/implementation and needs to be specified in R17”.
At last, “whether we should support local decision-making for cases other than RLF” in 3 and 5-e can be discussed in another topic, which seems not tight related to the “fairness”.

	CATT
	We agree with rapporteur’s views about the topology-wide fairness.

	LG
	Generally fine with following comments. 
Since the bullet 5 depends on the solution and the guided email discussion scope discourages specifying specific solution, we think that it may be too early to discuss the bullet 5 (probably bullet 4 as well) in this email discussion. We may revisit this point after determining more concrete candidate solutions.
In addition, it would be good to clarify what the topology-wide fairness means from RAN2 point of view which may be different from RAN3 perspective.  

	ZTE
	We agree with the majority issues issues to be discussed for fairness enhancement. For 5-e, it is agreed in last RAN3 meeting to deprioritize Multi-Route Support with data split in IAB. We think the data split into two or more paths could also be deprioritized in RAN2. 

	Nokia, Nokia Shanghai Bell
	In this area we think issues = shortcomings justifying enhancements have been pointed out. The above list seems comprehensive.

	Ericsson
	We agree with the list of topics proposed by the Rapporteur for the Rel.17 scope. 
However, RAN2 should first discuss what is not covered by Rel.16 specification and what can be achieved via implementation. Hence, we believe that before pursuing a certain enhancement, RAN2 should evaluate pros and cons of each enhancement, as well as the level of complexity.  

	Fujitsu
	We generally agree with the rapporteur’s view, with some comments on item 3:

For uplink, the fairness can be enforced to specific logical channels via LCP procedure enhancement. It can be done at each IAB node.

Local route selection is being discussed in another thread [903] and not so related to fairness.

Based on the above, we would like to change item 3 to:

3.
Who enforces fairness (Donor CU, parent IAB node(s), …) and whether we should support local decision-making for cases other than RLF

	AT&T
	For 1b this should also consider fairness over multiple hops 

For 5a the additional information could be measurement reports or could be more generic scheduling/benefit metrics 

	Futurewei
	We have a few comments on the issues above:

1. Fairness definition and metrics:
a) We don’t understand why we would need to consider fairness across different routing paths. Our understanding is that different BH routing paths are typically defined so as to support different QoS requirements (e.g. one path may have few hops resulting in lower end-to-end latency, while another may support higher bandwidth, but with higher latency). The donor would map a UE bearer to an appropriate path that best supports its QoS needs. Hence, we would not expect necessarily expect to have “fairness” across different routing paths towards the same access IAB node as an objective.

b) Regarding granularity, it seems that only UE bearer level is useful to consider when assessing fairness. BH links and RLC channels are not visible to the end user, and do not directly contribute to user experience. Hence, it is not particularly meaningful to study fairness for the BH link.

3. Who enforces fairness… It is not clear to us how RLF is related to fairness. Can the rapporteur please elaborate on the intent here?

	Sony
	Agree with the rapporteur’s view

	Qualcomm
	We have a different view on fairness vs. load balancing, since these are very different objectives:

· Fairness: Resources are allocated so that UEs receiving same service have same or comparable QoS. 

· Load balancing: Load is distributed over different channels/links/paths available to maximize throughput.
These objectives can usually not be simultaneously optimized. In fact, the load distribution across the topology may be very unbalanced in order to achieve fairness. 

As discussed in Rel-15 SI, the important issue for IAB is to achieve fairness across the topology, i.e., UEs receiving same services at different access points in the topology have same or comparable QoS. For IAB, this implies granularity of UE-bearer. 

Further, we should first converge on the problem before we discuss potential solutions, e.g., additional information that needs to be exchanged, local vs. global decision making, etc.



	Apple
	Though the list looks comprehensive, we agree with Qualcomm and AT&Ts sentiments here. Fairness should be considered across multiple hops. Devices that are “x” hops away from the donor should not be penalized due to the architecture. This is even more concerning for UEs with BE flows since the presence of QoS on some UEs shouldn’t mean that the UEs. Also 

	vivo
	We agree with the rapporteur’s view.


2.2   Multi-hop latency

The MT part of an IAB node can currently request uplink resources for the UL data transmission after it actually receives the data to be transmitted from its child node, but also before it receives actual data, as it may already have knowledge of incoming data from the child node based on received BSR (Buffer Status Report). In a multi-hop network, the delays are likely to accumulate due to number of hops and aggregated volume of data at IAB nodes, so pre-emptive scheduling has the potential to reduce this significantly. This is why pre-emptive BSR was introduced in NR IAB Rel-16.

Further enhancements have been discussed in submissions to RAN2#111-e and the following is a list of high-level issues:

1. What are the latency/QoS metrics we would like to optimize under this WID objective?

2. Whether additional procedures are needed on top of Rel-16 baseline in order for this to happen

3. If additional procedures are needed on top of Rel-16 baseline, what are they? Examples include (but are not limited to):

a. Whether to allow the Donor CU to choose a different serving cell (access node/parent node) for a UE or an IAB-MT (such as one which is fewer hops away from the Donor CU)

b. Whether and how to enhance scheduling decisions of parent IAB nodes; examples include:

i.  allowing the reporting by a node to its parent node of status of backhaul links to its own child nodes

ii.  allowing the reporting by a node to its parent node of specific channels that will e.g. experience delay etc.

c. Whether to further enhance the pre-emptive BSR procedure

d. Whether and how to take into account the additional latency components in PDB management – things to take into account may include:
i.  switching between transmit and receive modes of an IAB node 
ii.  processing times along the chain, etc.
e. Whether to increase the number of LCGs per BH link

Question 2: Do you agree that the above is a comprehensive list of high-level issues impacting multi-hop latency? If you feel certain issues have been missed, please add them below (but bear in mind they could be sub-issues of the above issues). If you feel some of the above should not be studied, please say so, and explain why. Please focus on identifying issues at this stage and not proposing solutions.

	Company
	Comments

	Kyocera
	We agree with the rapporteur’s view. 

	Intel
	As mentioned in Q1, we suggest to consider item 5/e “data split” in sub-question 3 “additional procedure needed on top of Rel-16 baseline” as well. From our understanding, splitting data into multiple paths can also help to improve resource utilization as well as reduce multi-hop latency.  

	Huawei
	The summary looks comprehensive. Maybe we can directly discuss part 3 to focus on the issues.
For the PDB related discussion, e.g. in 3d, the per hop PDB related QoS can be configured on per BH RLC channel by CU in R16 IAB. This already considers the hop number related impacts on latency. So, we see no further need on the optimization on the PDB related management.
For 3a, we need to clarify the difference with the HO/redirection for UE/MT to another cell/node by CU implementation.
For 3b-i, we need to clarify the difference with flow control, which is a separate topic.
For 3e, we proposed this to be discuss in sec 2.1 as fairness issue, since this is to support more accurate scheduling among LCHs of one UE/MT, to provide finer QoS provision for the fairness.

	CATT
	We are general fine with rapporteur’s view. 

For 3b, we think whether some additional information provided by donor CU to the IAB node is necessary to enhance IAB node scheduling decisions can also be discussed. Thus, we prefer to add 3biii, i.e., allowing the additional information provided by donor CU to the IAB node.

	LG
	Generally fine with following comments.

We wonder whether the bullet 3.b, i.e., “Whether and how to enhance scheduling decisions of parent IAB nodes”, is out of scope for multi-hop latency or not because it seems to try to optimize one hop scheduling decision, not multi-hop latency.

	ZTE
	We generally agree with the list if the following issues can be added. The detailed descriptions for these two issues could be found in R2-2007312. 
3f. Whether and how to allow the intermediate IAB node to discard the data packet if the PDB of the data packet could not be guaranteed during forwarding.
3g. Whether and how to enable the donor CU/IAB DU to configure/choose a routing path for time-critical packets from/to a UE based on the experienced delay of the path.

	Nokia, Nokia Shanghai Bell
	We are not sure what is the intention of example 3a., isn’t this up to Donor CU already in Rel-16 through topology adaptation decisions? Also, we are not sure enough justification would have been provided to enhance pre-emptive BSR procedure / number of LCGs in improving multi-hop latency.

	Ericsson
	We agree with the list of topics proposed by the Rapporteur for the Rel.17 scope. 

Bullet 3b seems overlapping with bullet 3 in Section 2.3.

In general, RAN2 should first discuss what is not covered by Rel.16 specification and what can be achieved via implementation. Hence, we believe that before pursuing a certain enhancement, RAN2 should evaluate pros and cons of each enhancement, as well as the level of complexity.  

	Fujitsu
	We generally agree with the rapporteur’s view, with a minor comment on item 3b-i:

The sentence “status of backhaul links to its own child nodes” looks unclear. It may give more examples, such as number of UE/IAB-MTs served by child IAB-nodes and their subtending IAB-nodes, windowed throughput, congestion, etc. In addition, this status may apply to its access links as well.

	AT&T
	For 1, performance during mobility events for UEs or topology adaptation events for IAB-MTs (e.g. to reduce interruption time) should also be considered for this topic

For 3b, aspects related to cell selection in IDLE mode as well could also be included

	Futurewei
	We have the following comment on the issues listed above:

3.
Fairness definition and metrics:

a)
We are not sure how the Donor CU choosing a different serving cell for a UE or an IAB-MT is an additional procedure on top of Rel-16. Our understanding is that Rel-16 does not limit the Donor CU triggering a HO of a UE or IAB-MT to another node and/or cell.

	Sony
	We generally agree with the rapporteur’s view and in favor of RAN2 evaluating the aspects which can be left to implementation and the others requiring standardization.

	Qualcomm
	The above bullets emphasize on “what features would we like to add” rather than “what latency-related shortcomings does Rel-16 IAB have”. We see the following latency-related shortcomings of Rel-16 IAB:

· The CU cannot determine how to set the latency budget for each hop since it doesn’t have the wireline latency value, for instance.

· The IAB-node does not know when to discard a packet based on the total delay accumulated over multiple hops.

· There is unnecessary buffering delay due to misalignment of BH throughput to the dynamic throughput variations of access links.

· Topology-wide optimization of routes and resources based on latency criteria is not possible since buffer load is not reported to CU-CP.



	Apple
	We agree with rapporteur’s views. We also think additions need to be made at RLC/PDCP especially in 1:N mapping scenarios esp. when QoS is involved.   

	vivo
	We agree with the rapporteur’s view.


2.3   Congestion mitigation

Flow control is needed in IAB networks to prevent congestion occurring. There are two main types of flow control in relay networks: end-to-end and hop-by-hop. On the uplink (UL), resource allocation serves as a form of flow control (the parent node has full control over UL transmissions of its child nodes). Therefore, Rel-16 IAB work on congestion mitigation has focused on the DL.

In NR Rel-16 IAB, HbH flow control feedback is limited to single-hop, and includes available or desired buffer size (in absolute terms, rather than relative terms e.g. percentage). Additionally, the flow control feedback can only be reported for a subset of bearers with the same routing ID (basically bearers heading to the same final destination), or for the entire channel (total buffer status of a channel of the link). Moreover, reporting based on polling and threshold-based reporting are both introduced.

Further enhancements have been discussed in submissions to RAN2#111-e and the following is a list of high-level issues:

1. Whether to introduce HbH flow control for upstream traffic as well

a. If HbH flow control is introduced for upstream traffic, which layer (or layers) should be responsible for it

2. Whether any enhancements are needed to E2E flow control (and how much of this is within RAN2 remit)

3. Whether to enhance existing DL HbH flow – examples include:

a. Enhancements to control feedback content (e.g. information on links to child nodes, information on buffer status of child nodes, time validity of this information etc.)

b. Enhancements to triggering conditions for self-reporting and/or triggering conditions for polling

c. Introducing additional reporting granularity options

4. Whether the additional information (if any) introduces unacceptable levels of overhead

Question 3: Do you agree that the above is a comprehensive list of high-level issues impacting congestion mitigation? If you feel certain issues have been missed, please add them below (but bear in mind that they could be sub-issues of the above issues). If you feel some of the above should not be studied, please say so, and explain why. Please focus on identifying issues at this stage and not proposing solutions.

	Company
	Comments

	Kyocera
	We agree with the rapporteur’s view. 

	Intel
	We generally agree the above list should be discussed with following change proposals from our side. 

1) We think “enhancement to triggering frequency for self-reporting and/or triggering conditions for polling” can also be discussed under sub-question 3. 

2) Enhancement to E2E flow control should be low priority for RAN2, as DL E2E flow control is now being actively discussed in RAN3, and RAN3 has deprioritized UL E2E flow control in Rel-17 during RAN3-109e.

	Huawei
	The summary looks comprehensive.
For UL flow control in bullet 1, the R16 implementation manner to throttle the UL grant scheduling is per LCG per UE level. We may want to have finer granularity as per LCH level flow control, similar to the DL.
The E2E flow control in bullet 2 should be purely R3 issue.

	CATT
	We generally agree the above views. Besides that, we think the following proposals should also be considered.

1) Re-routing can reduce the congestion of IAB-node by change the congested path. Thus, we think “whether any enhancements for local re-routing are needed due to the congestion” can also be discussed.

2) “Whether any enhancements are needed to E2E flow control” is in RAN3 scope. Thus it should be discussed base on the progress of RAN3’s discussion.

	LG
	Agree with the rapporteur’s view except the bullet 1. 

In Rel-16, when a child IAB node suffers DL data congestion, if the parent IAB node keep transmitting DL traffic toward the congested child IAB node, unnecessary packet drop/overflow is inevitable in the congested child IAB node and the only way to avoid this packet drop problem is to make the parent IAB node throttle down the DL traffic toward this congestion child IAB node. For this, DL HbH flow control is introduced in Rel-16. 

As RAN2 already identified that the IAB node has full control of UL scheduling and uplink data congestion can be resolved by itself. Thus, we still think that packet drop due to uplink data congestion may not happen because the IAB node does not allocate too much UL grants, which may cause uplink buffer overflow, to child IAB nodes or UEs. Thus, the bullet 1 for UL HbH flow control may not be needed.  

	ZTE
	We generally agree to discuss the above issues, and we agree with Intel that the UL E2E flow control enhancements need to be deprioritized.

	Nokia, Nokia Shanghai Bell
	In this area we think issues = shortcomings justifying enhancements to DL HbH flow control have not been pointed out. E2E flow control falls under RAN3. The yet non-existing HbH flow control for upstream traffic could bring benefits in aiding on scheduling the UL traffic by the child nodes down to the scheduling of the data sources.

	Ericsson
	We agree with the list of topics proposed by the Rapporteur for the Rel.17 scope. 

In general, RAN2 should first discuss what is not covered by Rel.16 specification and what can be achieved via implementation. For example, as LG mentioned the objective of bullet 1 can be already achieved via Rel.16 implementation.

Hence, we believe that before pursuing a certain enhancement, RAN2 should evaluate pros and cons of each enhancement, as well as the level of complexity.  

	Fujitsu
	We agree with the rapporteur’s view.

	Futurewei
	Generally, we agree with the rapporteur’s list of issues

In addition, similar to CATT’s comment, local routing decisions (under control of CU configuration) could be an effective mechanism to address congestion. A secondary benefit of enabling local routing decisions would be to reduce multi-hop latency in the case of link congestion, so this may also be related to 2.2

	Sony
	We agree with the rapporteur’s view.

	Qualcomm
	The above bullets emphasize on “what features would we like to add” rather than “what problem does present Rel-16 congestion control have”.

We see the following congestion-control-related shortcomings of Rel-16 IAB:

· DL single-hop flow control on BAP layer cannot reach up to the CU-UP. Therefore, the congestion point can only be moved up to the donor-DU where packets will have to be ultimately dropped. Consequently, single-hop flow control can at best mitigate short term load congestion. It is therefore questionable if additional features can provide any benefit.

· DL E2E flow control via DDDS/NUPP relies on packets to be lost to trigger feedback, which adds latency due to retransmission. Obviously, it would be better to have E2E indication of congestion to the CU-UP to occur before packets have been dropped.

· UL single-hop flow control should be adequate. It is not clear why any improvement is needed.



	Apple
	We agree in general with the rapporteur’s views. We prefer to also have E2E flow control on top of hop by hop to ensure efficient QoS

	vivo
	We agree with the rapporteur’s view in principle, but additionally the following aspects are also considered beneficial from our perspective.

1) Enhancements to control feedback content are necessary, except for the examples given in 3/a, we believe the format design of control feedback can be investigated further to improve the size efficiency. Besides, enhancements to avoid intensive feedbacks of DL HbH flow control scheme can also be added as 3/d, as intensive FC feedback does not help the congestion resolution but to increase the FC feedback overhead., 

2) On top of the above 3 mechanisms for congestion mitigation, we’d also like to study the 4th mechanism termed as radio resource re-allocation. In our understanding, congestion risk is the product of a mismatch between ingress and egress data rate, which can be mitigated by the resource re-allocation mechanism without sacrificing spectrum efficiency.


2.2   Others

[QC] We are adding this bullet to address other issues not considered above.
Question 4: Are there other topics that need to be addressed on the main objective of “Topology, routing and transport enhancements”.
	Company
	Comments

	Qualcomm
	We see the following additional issues to be addressed:

· The CU-CP has limited insight into load conditions to optimize topology, routing and resource allocation.

	
	

	
	

	
	


3   Phase-II: consolidating/confirming the scope and introducing example solutions

…

4   Conclusions

In the present tdoc, …
