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1
Introduction
This contribution includes email discussion and report:
 [105#45][IAB] RAN2 and RAN3: IAB Miscellaneous (Qualcomm)


Intended outcome: Report, identify and capture “easy agreements” from the SI, agree on a name for the new protocol. 


Deadline: Thursday 28/03/2019
The discussion will be staged in to two parts:

Part 1: Collection of comments and feedback based on “agreement candidates”.
Part 2: Consolidation of comments/feedback for each topic to one agreement proposal (if possible).

Deadline for Part 1 is Thursday, March 21, 23.59 PT. This leaves us with a week for Part 2.
2
Name for “Adaptation Layer”
This section captures proposals on the name for the Adaptation layer. Please provide candidate names and acronyms for this new sublayer. Multiple proposals can be made by each company. The names proposed should nicely blend into those of the existing sublayers:
· PHY: Physical Layer (no actual acronym)
· MAC: Medium Access Control

· RLC: Radio Link Control

· PDCP: Packet Data Convergence Protocol

· SDAP: Service Data Adaptation Protocol
	Company 
	Adapt Layer name
	Adapt Layer acronym
	Comments

	Qualcomm, Samsung
	Backhaul Data Adaptation Protocol 
	BDAP
	Lines up with PDCP/SDAP

	Qualcomm
	Route Adaptation Protocol
	RAP
	Easy to memorize

	Samsung
	Backhaul Data Routing Protocol
	BDRP
	Best match to what it actually does

	Samsung
	Bearer Mapping and Routing Protocol
	BMRP
	Alternative

	LG
	Multi-hop Backhaul Adaptation Protocol
	MBAP
	Emphasizing on Multi-hop Backhauling

	LG
	Backhaul Adaptation Protocol
	BAP
	Alternative 

	Huawei/HiSilicon
	Backhaul Adaptation Protocol or Multi-hop Backhaul Adaptation Protocol
	BAP or MBAP
	This layer is specifically to support backhaul functionality. LG’s proposals seem reasonable. 

	AT&T
	Multi-hop Adaptation Protocol
	MAP
	Adapts the NR protocol stack to operate across multiple hops. This layer performs routing and bearer mapping so names that refer to routing only may not be accurate. MBAP is another acceptable alternative.

	OMESH
	Multi-hop Adaptation Protocol
	MAP
	Capture main functions (routing and mapping) and simple

	OMESH
	Multi-hop Adaptation Layer
	MAL
	

	
	
	
	


Part II:

Let’s freeze addition of new names/acronyms at this point. To narrow down this list, each company is asked to name their top two preferences. I hope we get more companies to chime in (rapporteur is excluded from naming preferences, but QC is not). Please insert your company’s name in the corresponding rows. 

	Adapt Layer name
	Adapt Layer acronym
	Company preferences

	Backhaul Data Adaptation Protocol 
	BDAP
	

	Route Adaptation Protocol
	RAP
	QC,

	Backhaul Data Routing Protocol
	BDRP
	

	Bearer Mapping and Routing Protocol
	BMRP
	

	Multi-hop Backhaul Adaptation Protocol
	MBAP
	

	Backhaul Adaptation Protocol
	BAP
	QC,

	Multi-hop Adaptation Protocol
	MAP
	

	Multi-hop Adaptation Layer
	MAL
	


3
“Easy agreements” from Study Item and WID
This section aims to capture “easy agreements” from SI and WID objectives. Agreements from RAN2 #105 and RAN3 #103 are not included here. Further, topics of parallel email discussions addressing adapt layer routing and bearer mapping are not included, either. 
3.1
Architecture and interfaces
The WID objectives refer to “architecture 1a” from TR. They further describe “IAB-node integration for SA and NSA modes”. The architecture figures in the TR cannot be used directly since they do not match the style of TS 38.300 (e.g. see clause 4.1). We therefore need to agree on architecture reference diagrams for TS 38.300 including description. Below is a candidate proposal.  
	Agreement candidate:
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IAB architecture; a) IAB-node using SA mode with NGC; b) IAB-node using NSA mode with EPC
Integrated access and backhaul enables wireless relaying for NR access by using NR for backhauling. The relaying node is referred to as the IAB-node. The terminating node of NR backhauling on network side is referred to as the IAB-donor gNB, which represents a gNB with additional functionality to support IAB.

Backhauling can occur via a single or via multiple hops. Next-hop neighbours of an IAB-node are referred to as northbound if they are closer to the IAB-donor, or as southbound if they are further away from the IAB-donor. Northbound neighbours are also referred to as parent nodes and southbound neighbours as child nodes. The northbound neighbour (or parent node) of an IAB-node can be another IAB-node or the IAB-donor.
The IAB-node supports gNB-DU functionality 1) to terminate NR access interface to UEs and southbound IAB-nodes, and 2) to terminate F1 interface to the gNB-CU on the IAB-donor.

NOTE:
The architecture and the F1 interface for a functional split are defined in TS 38.401.

The IAB-node also supports a subset of the NR Uu radio interface, referred to as MT functionality, to connect to a parent node on NR PHY and L2, and to connect to the gNB-CU on the IAB-donor via RRC. 

The IAB-node can access the network using either NR SA-mode or NR NSA-mode (i.e. EN-DC). In NSA-mode, the IAB-node also connects via LTE to a MeNB, and the IAB-donor terminates X2-C as SgNB.


In the following table, please provide comments on the reference figures proposed and the corresponding description. Also, alternative architecture diagrams or descriptions can be provided.

	Company
	Comments

	Samsung
	A couple of issues with the above description:

“Next-hop neighbours of an IAB-node are referred to as northbound if they are closer to the IAB-donor, or as southbound if they are further away from the IAB-donor.” The concept of being “further away from the IAB-donor” does not work for DAG, where a parent node could have the same distance (in nodes, from the IAB-Donor) as the child node, or even be further away from the Donor than the child node. On this issue, our proposal is to keep it very simple and either limit ourselves to the Tree topology for this Release, or just define parent/child relationship and don’t equate it with northbound/southbound.
 “Integrated access and backhaul enables wireless relaying for NR access by using NR for backhauling.” – it actually uses NR and in some cases (NSA) LTE for backhauling.
Definition of access IAB node missing / would help.
Figures look ok on first inspection. 

	LG
	The figure is good as baseline, but the following agreement candidate would be improved like below:

The IAB-node also supports a subset of the NR Uu radio interface, referred to as MT functionality, 1) to connect to the gNB-DU on a parent node, and 2) to connect to the gNB-CU on the IAB-donor via RRC. 

	Intel
	Agree with Samsung’s comment about “northbound” and “southbound”. Given that parent/child relationships are established when the topology is setup, we can consider the following description for parent and child. “During the IAB network setup, topological relationships are established between nodes. If node1 attached to node2 for connectivity to the IAB donor, node2 is a parent node of node1 and node1 is a child node of node2.”

Also agree that a definition of access IAB node is needed: “If a UE attaches to an IAB node, the IAB node is considered the access IAB node of the UE.”

	Huawei/HiSilicon
	We don’t agree with Samsung’s comment. It is well known that any DAG has a topological ordering.  On the other hand, we agree that some clarification of the proposed text could be useful.
We think this property of topological ordering of IAB nodes is useful in terms of defining the direction of routing (from IAB Donor towards Access IAB node, or from Access IAB node towards IAB Donor). However, the terms “northbound” and “southbound” are more typically associated with interfaces related to OA&M rather than RAN.
In the TR we did not use such terminology, but we did use the terminology of “upstream”/”downstream”. We prefer to keep this terminology to avoid any possible confusion in the future.

	AT&T
	We see no issues with using the terms northbound and southbound in the proposed context. We disagree with Samsung that the proposed concept of being further away from the IAB-donor does not work for DAG (see more comments in our response in Section 3.9). Intel’s proposed improvement regarding MT functionality seems agreeable, and Intel’s proposal to add a definition of access IAB node also seems reasonable. 

	KDDI
	· We can agree the above sentence proposed by Qualcomm. We see benefits on defining terminologies like “Northbound/Southbound”. 
· With regard to Samsung’s comment, we think that the intention is about the direction not the shortest path.


	OMESH
	Similar views as Samsung. We should avoid using terms such as North and South, especially since DAG shall be considered.

· 

	Ericsson
	· The architecture figure and text are good. Minor comments: We prefer downstream/upstream instead of southbound/northbound since down/up is more aligned with 3GPP terminology.


Part II:
Comments by rapporteur:

· Figure: It seems everybody is fine with the above figure as baseline. Let’s capture this as a separate proposal.

· Northbound/southbound: Directions like northbound and southbound can be unambiguously defined in a DAG. Terms like parent/child or upstream/downstream also refer to directionality within the graph, so there is no major difference to northbound/southbound. Further, DAG attributes apply to IAB topology at all times, not only during IAB-nod integration. The main problem is that we have not defined that the IAB topology is restricted to a DAG.  I have tried to capture this in the proposal below.

· Backhauling over LTE: We decided that backhauling only uses NR, not LTE. LTE might be used for IAB-related signalling. That is not backhauling.

· Access IAB-node: If we define the “access IAB-node” we also need to define the “intermediate IAB-node”. These definitions may lead to the impression that there are two different types of IAB-nodes, which is not the case. I further haven’t seen any concrete definition proposal for these two operation modes.
Based on the feedback, I have created two proposals. The first one only contains the figure, the second the updated text. If you don’t like certain sections/phrases/terms, please provide alternatives instead of simply giving a thumbs-down. 
	Proposal 1-1:
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 IAB architecture; a) IAB-node using SA mode with NGC; b) IAB-node using NSA mode with EPC



	Proposal 1-2:

Integrated access and backhaul enables wireless relaying for NR access by using NR for backhauling. The relaying node is referred to as the IAB-node. The terminating node of NR backhauling on network side is referred to as the IAB-donor gNB, which represents a gNB with additional functionality to support IAB.

Backhauling can occur via a single or via multiple hops. 
The IAB-node supports gNB-DU functionality 1) to terminate NR access interface to UEs and southbound IAB-nodes, and 2) to terminate F1 interface to the gNB-CU on the IAB-donor.

NOTE:
The architecture and the F1 interface for a functional split are defined in TS 38.401.

The IAB-node also supports a subset of the NR Uu radio interface, referred to as MT functionality 1) to connect to the DU of another IAB node or the IAB-donor, and 2) to connect to the gNB-CU on the IAB-donor via RRC. 

All IAB-nodes that are connected to an IAB-donor via one or multiple hops form a directed-acyclic-graph (DAG) topology with the IAB-donor at its root. In this DAG topology, the parent or upstream node of an IAB-node is defined as the neighbour node that is closer to the root. The child or downstream node of an IAB-node is defined as a neighbour node that is closer to the leaves.

The IAB-node can access the network using either NR SA-mode or NR NSA-mode (i.e. EN-DC). In NSA-mode, the IAB-node also connects via LTE to a MeNB, and the IAB-donor terminates X2-C as SgNB.


Comments on Proposal 1-1 and 1-2:
	Company
	Adapt Layer acronym

	
	

	
	


3.2
Protocol stacks
The WID objectives describe aspects of the protocol stacks: “Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer”, and “Support for IP routability to IAB-node (e.g. from CU, OAM)”, all of which refers to UP option e and CP option 4 in the TR. 
The figures below show candidate protocol stacks of the F1 interface for TS 38.300 based on UP option e and CP option 4. These stacks do not include a security layer for F1 in consistence with TS 38.470, which also shows F1 stack without security layer. TS 38.300 therefore needs a reference to TS 33.501 for F1 security. Further, protocol stacks for the MT’s Uu interface need to be defined, which needs more discussion.
	Agreement candidate:
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In the following table, please provide comments on the proposed protocol stacks or add alternative stack figures.

	Company
	Comments

	Samsung
	The variant of the protocol stack whereby intra-Donor connection is done not via IP but via GTP-U/UDP/IP is missing.

	LG
	The proposed figures can be considered as baseline, but we think that the protocol stack needs to be revisited after making agreement for F1 security and MT’s own traffic.

	Intel
	Does this mean we are excluding UP option d?

	Huawei/HiSilicon
	We think it is premature to agree to these protocol stack figures. In the January meeting, contributions from several companies (e.g. R2-1901067, R2-1901418, R2-1901480, R2-1901801) highlighted open issues for both CP and UP architectures. Many of these concerns stem from the assumption in the last meeting of the SI of the need for security protection for F1*-U, the implications of which were not clearly flushed out during the SI phase.

Furthermore, as discussed in R2-1901996, we are not convinced of either the wisdom or utility of including SCTP in the protocol stack for F1*-C.

Therefore, we think these issues should be discussed and resolved online before agreeing to capture anything in this regard.

	AT&T
	The proposed protocol stack figures form a good baseline to capture the agreement from RAN2#104 that Rel. 16 WI focuses on only “IP termination at Access IAB node”. There has been some discussion regarding whether or not a second nested GTP-U/UDP/IP stack is needed between the donor-DU and donor CU. If RAN2 decides at some point that such a GTP-U stack is needed, the above proposed figures can always be amended. This is not a reason to not make progress. The purpose of this email discussion is to capture the current state of agreements. Furthermore, on the CP stack, F1-AP termination on the IAB node is very similar to F1-AP termination on a non-IAB DU, so the proposed F1-AP/SCTP/IP stack is correct. 

 

	KDDI
	Considering the WID objective, only UP option e and CP option 4 can be considered. Other options and alternatives are not compatible with the objective.

	OMESH
	Figures needs to be revisited during the WID.

	Ericsson
	The protocols are good and should be added to Stage 2. 

We disagree with Samsung’s comment that we should also add protocols stacks showing additional GTP/UDP/IP tunnelling between DU and CU-UP (i.e. tunnelling in tunnelling as proposed in Nokia R2-1901480). This architecture has not been discussed during the Study Item phase, and there has been a clear desire from RAN2/RAN3 not to bring in new architectures in Work Item phase (e.g. see email discussion [103bis#32][NR-IAB]).


Part II:

Comments by rapporteur:
· Intra-Donor IP-GTP-UDP-IP (Samsung): This has not been discussed in RAN3 yet. If approved, it would still be compliant with the above protocols stack which captures the top IP layer of this IP-GTP-UDP-IP stack. One might consider adding the lower portions of the stack within the donor in case this will be discussed and agreed. 

· UP Option d (Intel): This option is out as WID demands for IP on top of adaptation layer.
· Security layer: Presently, NDS is the baseline security solution for F1. The WID allows for potential enhancements to security protection of F1 but I haven’t seen any proposal that would be WID-compliant.

· SCTP for F1-C: This is F1-C spec. Enhancements to F1-C transport are not part of the WID objectives.
The stacks above are compliant with the WID. There hasn’t been any concrete proposal here to modify these stacks in a WID-compliant manner, or any proposal for an alternative WID-compliant stack. For this reason, we want to make these stacks baseline proposal. 

	Proposal 2:
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Comments on Proposal 1-1 and 1-2:

	Company
	Adapt Layer acronym

	
	

	
	


3.3
IP routability

The WID objectives demand for“Support for IP routability to IAB-node (e.g. from CU, OAM)”. This aspect has also been described in the TR. The following agreement candidate is proposed:

	Agreement candidate:

· The adaptation layer carries an IP layer, which provides IP connectivity between the IAB-node and the operators IP network. 

· This IP connectivity is used for the transport of F1 between IAB-node and IAB-donor CU. 

· It may also be used for IP transport between IAB-node and OAM.


In the following table, please provide comments on the agreement candidate or provide alternative candidates.

	Company
	Comments

	Samsung
	We have an issue with the insistence on including the phrase “The adaptation layer carries an IP layer” which may seem to imply that no other protocol layer can come in between. This is at variance with the agreed support for PDCP-based security as one of the alternatives, and in any case SA3 will make the final decision. Additionally, your third bullet point seems to imply that the same kind of “IP connectivity” is used for user IP packets and OAM (which could be interpreted as use of same protocol stack, which is tbc). Our proposal with some rewording:
· User data IP protocol terminates at the access IAB-node. User IP packets are carried over the BH using the adaptation layer, while deploying suitable security mechanisms embedded between the adaptation layer and the IP layer, or within the IP layer. 
· This IP connectivity is used for the transport of F1 between IAB-node and IAB-donor CU. 

· Additionally, IP routability is supported to each IAB-node, including intermediate nodes (e.g. from CU, OAM).
· 

	LG
	Normally the agreement should clearly specify what it is, but the last bullet has ambiguous whether IP transport can be used between IAB-node and OAB or not. We think that “may” should be removed from the last bullet, but it seems need more discussion to remove “may”. Thus, there are two option for this: one is just remove the last bullet or another is to make it FFS like “FFS whether IP transport is used between IAB-node and OAM.

	Huawei/HiSilicon
	We have several concerns with the wording proposed as “candidate agreements”:
1. The meaning of “operator’s IP network” in the first bullet is not clear.

2. OAM connectivity to the IAB node was never discussed during the SI phase. So we should not try to include anything related to this before it has been discussed in the WG meetings.

We think we can simplify the language, and focus on what was concluded in the SI phase. Samsung’s proposal seems like a reasonable starting point, but we think it would also be useful to simplify the text as we still await the outcome of SA3’s SI on IAB security. We propose the following:
· User data IP protocol terminates at the access IAB-node. User IP packets are carried over the BH using the adaptation layer. 
· This IP connectivity is used for the transport of F1* between IAB-node and IAB-donor CU. 

IP routability is not in the scope of RAN WGs. So it is not clear that we need to capture any related text in our specifications.

	AT&T
	We agree with the proposed candidate bullets. The phrase “The adaptation layer carries an IP layer” should not be of concern. Regardless of whether there is another protocol layer in between the adaptation layer and IP layer, the adaptation layer still carries the IP layer with an additional header. Also, we disagree with Samsung and Huawei’s proposal to use the term “User data IP protocol terminates ..”. This phrase is misleading because the user data IP protocol termination actually happens at the UE above the PDCP layer. We prefer the original proposed text. 

	KDDI
	We agree with the proposed candidate bullets. We also think that we remove “may” in the third bullet.

	OMESH
	The last bullet can be removed from easy agreement.

Agree with Samsung about security etc.

	Ericsson
	The agreements should be captured. We do not have a strong view on the last bullet. The first bullet is in principle sufficient, but it does not hurt to show some example of what this IP connectivity is used for such as carrying F1-C and OAM. 

We disagree with Samsung’s comment that SA3 will make the final decision on the PDCP security or other alternatives. The scope of SA3 is only to assess if these alternatives are secure or not, and if applicable what changes are needed to make them secure. The decision on which solution to use is the responsibility of RAN2/3, e.g. based most likely on non-security related aspects. Given that SA3 has already given an initial assessment that both the PDCP and NDS/IP solutions are likely to be secure, there is no need to wait for SA3 to do the final assessment. Instead, RAN2/RAN3 should move ahead with the agreed architecture supporting full IP connectivity to the IAB node and reusing the existing CU/DU separation based on GTP/UDP/IP and F1-AP/SCTP/IP.


Part II:

Comments by rapporteur:
We are back to re-discussing WID objectives. The WID states: 
- “The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer.” 
- “Support for IP routability to IAB-node (e.g. from CU, OAM)
To make things bullet-proof, we merely restate in the proposal below what the WID agreements already contain.
	Proposal 3:

· The adaptation layer supports IP as the next protocol layer.

· This IP layer supports IP routability to the IAB-node from CU and OAM.



Comments on Proposal 3:

	Company
	Adapt Layer acronym

	
	

	
	


3.4
Backhaul configuration

The WID objectives define: Specification of RRC and F1-AP procedures and messages for: the setup and release of IAB-nodes; configuration of adaptation layer at the IAB-nodes and IAB-donor DU; configuration of BH RLC channels, QoS information, routing tables, bearer-mappings ... . 

From this, the following agreement candidate is derived for backhaul configuration:

	Agreement candidate:

· The backhaul RLC channel and the adaptation layer are configured by the IAB-donor CU using F1-AP and RRC. 




In the following table, please provide comments on the agreement candidate or provide alternative candidates.

	Company
	Comments

	LG
	We are generally fine with this agreement candidates, but “using F1-AP and RRC” would be changed to “using F1-AP or RRC” or “using F1-AP and/or RRC”.

	Intel
	Seems fine.

	Huawei/HiSilicon
	For RLC channels, we think that there is no ambiguity as regards how to configure these, at least for the IAB-node MT. For the adaptation layer, more discussion is needed to define the role of each CP protocol.
Therefore, we think it would be clearer if we capture this bullet as two separate agreements, one for RLC channels, and the second for the adaptation layer:
· RRC is used to configure the The backhaul RLC channel and the adaptation layer are configured by the IAB-donor CU using F1-AP and RRC of the IAB-node MT. Configuration of the backhaul RLC channels of the IAB-node DU are FFS.

· F1-AP and/or RRC are used to configure the adaptation layer.  



	AT&T
	We are OK with the proposed candidate. Using F1-AP and/or RRC may also be OK. 

	KDDI
	We are fine with the proposed candidate.

	OMESH
	The statement says being configured by either F1-AP or RRC? or both? It needs to be more specific for approval.

	Ericsson
	We are fine with this agreement.

	
	


Part II:

Comments by rapporteur:
Based on feedback we can slightly adjust the wording and change “and” to “and/or”.
	Proposal 4:

· The backhaul RLC channel and the adaptation layer are configured by the IAB-donor CU using F1-AP and/or RRC. 




Comments on Proposal 4:

	Company
	Adapt Layer acronym

	
	

	
	


3.5
Radio-aware scheduling

One WID objective defines: “Specification of signalling to enable aspects of radio-aware scheduling on IAB-nodes and IAB-donor DUs”. This objective points to TR clauses 8.2.4.2-3, which are pretty vague in description. 

Another WID objective demands: “Specification of RRC and F1-AP procedures and messages for:...; configuration of BH RLC channels, QoS information, routing tables,…”.  From this, the following agreement candidate is derived:

	Agreement candidate:

The IAB-node DU and the IAB-donor DU can be configured by the IAB-donor CU with information to bias scheduling decisions among RLC channels on backhaul and access links. 


In the following table, please provide comments on the agreement candidate or provide alternative candidates.

	Company
	Comments

	Samsung
	Is this really necessary? This is a NW implementation issue / operator deployment choice.

	LG
	We still don’t know exactly what radio-aware scheduling is. Especially “information to bias scheduling decision” is too vague. We are not sure whether this agreement candidate is needed at this point. This may require more discussion to make agreement for radio-aware scheduling. 

	Intel
	It would be better to first discuss how this bias works and agree on what is needed. So we propose to wait until there is some progress on radio aware scheduling.

	Huawei/HiSilicon
	We agree with other companies. There we contributions related to this topic submitted to the January meeting, but no online discussion yet. Therefore, we think we should not capture anything at this time, and possibly revisit this point after further online discussions. 

	AT&T
	It has not been agreed that the information to bias scheduling decisions among RLC channels on backhaul and access links will be provided only by the IAB-donor CU. While there is some value in the IAB-donor CU providing topology related information to the IAB nodes for this purpose, we believe there is significant value in information exchange between child and parent nodes to influence scheduling decisions for better IAB network performance. 

	KDDI
	We agree with other companies, we need further discussion.

	Ericsson
	We think that the CU should just provide the DU with relevant information. The scheduling decisions etc. are up to DU implementation and operator configuration, i.e. the CU will not mandate the scheduling decision of the DU. This is how the existing CU/DU split works.


Part II:

Comments by rapporteur: There seems to be agreement to hold off until further discussion has occurred.
	Proposal 5:

- none - 


Comments on Proposal 5:

	Company
	Adapt Layer acronym

	
	

	
	


3.6
Flow control

One WID objective defines: “Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion”. According to the TR, UL congestion can be mitigated via scheduling. The TR is rather vague on solutions for DL. Various contributions to RAN2#105 observe that NR UP protocol (TS 38.425) can mitigate DL congestion (R2-1901387, R2-1901394, R2-1901835, R2-1902023, R2-1901065). The candidate agreements below try to capture the need for congestion mitigation and define UL scheduling as well as NUPP as baselines.

Agreement candidate:

Mechanisms for congestion mitigation should be provided to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

· In upstream direction, UL scheduling is considered baseline for congestion mitigation. 

· In downstream direction, the NR UP protocol is considered baseline for congestion mitigation. 

In the following table, please provide comments on the agreement candidate or provide alternative candidates.

	Company
	Comments

	Samsung
	This is not the language commonly used for 38.300: “should be provided”, “considered baseline”. I know this is not the actual CR, but in reality we haven’t made enough progress to capture anything of note on this topic. Perhaps an Editor’s note?
Please note that we already have an Appendix where we capture interim agreements. The running CR should capture only relatively stable stage-2 design aspects. This is not a TR.

	LG
	In my understanding, the conclusion of IAB SI for flow control was that both end-to-end and hop-by-hop flow control should be considered for congestion handling. The NR UP protocol can be considered as baseline for end-to-end flow control, but it needs to wait RAN3 progress to see complete solution. We think that hop-by-hop flow control should be discussed in RAN2 first without RAN3 progress for NR UP protocol. Thus, if RAN2 makes agreement for flow control without online discussion, the agreement candidate for downstream direction should be updated as follows. 

•
In downstream direction, the NR UP protocol is considered baseline for congestion mitigation end-to-end flow control. Hop-by-hop flow control is FFS.

	Intel
	We think the area of flow control needs discussion before we have any concrete agreements. Its not really even clear what “NR UP protocol is considered baseline” means. We propose to discuss this in the meeting based on contributions.

	Huawei/HiSilicon
	We mostly agree with the points made by LG’s on this topic.

One concern with the text proposed as agreement candidate is the need to differentiate the concepts of Flow Control and Congestion Mitigation. Flow control can avoid packet drops, but it can not by itself mitigate congestion. Congestion mitigation requires other mechanisms to be invoked, in order to address the root cause of the congestion.

We propose the following revised wording:
Mechanisms for congestion mitigation should be provided Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

•
In upstream direction, UL scheduling is considered baseline for congestion mitigation hop-by-hop flow control. End-to-end flow control is FFS. 

•
In downstream direction, the NR UP protocol is considered baseline for congestion mitigation end-to-end flow control. Hop-by-hop flow control is FFS.     

	AT&T
	We agree with Huawei’s proposed text regarding this candidate agreement.

	KDDI
	We agree with Huawei’s proposed text regarding this candidate agreement.

	OMESH
	Flow control hasn’t been discussed. So we don’t think there is an easy agreement on it. TR said both hop-by-hop and end-to-end flow control can be considered, and for both upstream and downstream. 

We think hop-by-hop flow control can be designed on top of routing. End-to-end flow control, if necessary, can be considered on top of the chosen hop-by-hop flow control. 

These cannot yet be captured in easy agreement.

	Ericsson
	We agree with the proposal. It makes sense to define a base-line. In our view, hop-by-hop flow control should be analysed further and may in the end not be needed if it can be shown that end to end is sufficient.


Part II:

Comments by rapporteur: Some companies feel that more discussion is needed.  Huawei made a proposal that simply captures the state of the art while allowing for further discussion. This is a good starting point.
	Proposal 6:

Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 

•
In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

•
In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS.     


Comments on Proposal 6:

	Company
	Adapt Layer acronym

	
	

	
	


3.7
UL CP latency

One WID objectives refers: “Hop-by-hop propagation of signalling to support low latency scheduling” and “Specification for enhancement for uplink resource request procedure and related signalling to enable low latency uplink data scheduling”. The TR describes pre-emptive UL SR/BSR signalling by the IAB-node’s MT when the collocated IAB-node’s DU has received UL SR or BSR. From this, the following agreement candidate is derived.
Agreement candidate:

The IAB-node can reduce UL control-plane latency through pre-emptive signalling of SR and BSR to its parent node when receiving SR or BSR from a child node or UE. 
In the following table, please provide comments on the agreement candidate or provide alternative candidates.

	Company
	Comments

	Samsung
	Too early to agree to pre-emptive SR/BSR as normative solution. This has in any case been deprioritised based on the proposed (and noted) work plan.

	LG
	We think that this agreement candidate is about UL scheduling enhancement. So, the agreement candidate should be improved, as follow:
The IAB-node can reduce UL scheduling latency through pre-emptive signalling of SR and BSR to its parent node when receiving SR or BSR from a child node or UE.

	Intel
	Seems fine to us with LG’s correction above.

	Huawei/HiSilicon
	We also agree with LG’s correction above. Restricting this mechanism to CP seemed strange to us, and rather confusing.

	AT&T
	We agree with LG’s proposed text regarding this candidate agreement.

	KDDI
	We agree with LG’s proposed text regarding this candidate agreement.

	OMESH
	This item is dependent on other non-easy items etc. So…

	Ericsson
	We think the agreement is ok. Details can be left to implementation.


Part II:

Comments by rapporteur: There seems to be a lot of support for LG’s revision. Let’s capture it in a proposal. To address Samsung’s concerns, rapporteur will update the workplan accordingly. 

	Proposal 7:

The IAB-node can reduce UL scheduling latency through pre-emptive signalling of SR and BSR to its parent node when receiving SR or BSR from a child node or UE.


Comments on Proposal 7:

	Company
	Adapt Layer acronym

	
	

	
	


3.8
Lossless ARQ

One WID objectives define: “Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ”. The TR proposes three potential solutions and their respective trade-offs to tackle packet losses during BH RLF recovery. BH RLF is expected to occur rather infrequently, and therefore, the associated packet loss may be comparable or less than packet loss due to other reasons, e.g., due to RLF on the access link. For that reason, Rel-16 should primarily focus on lossless ARQ during normal operation, i.e. in absence of BH RLF. 
Agreement candidate:

Hop-by-hop ARQ should provide lossless packet delivery outside BH RLF conditions.
In the following table, please provide comments on the agreement candidate.

	Company
	Comments

	LG
	This agreement candidate seems that if BH RLF occurs, hop-by-hop ARQ may not provide lossless packet delivery, i.e., there is no way to provide lossless delivery after BH RLF conditions. 

However, we think that this is not the intention of this agreement candidate. Actually BH RLF notification and recovery may be designed to provide lossless packet delivery and RAN2 may focus on how to provide lossless packet delivery by hop-by-hop ARQ in normal operation case. Thus, we doubt whether “outside BH RLF conditions” is needed in this agreement candidate. The “outside BH RLF conditions” should be removed from the agreement candidate and updated like below.

“Hop-by-hop ARQ should provide lossless packet delivery outside BH RLF conditions. If BH RLF occurs, lossless packet delivery can be provided by BH RLF recovery”
We would like to hear other company’s view on this update. 

	Intel
	“Should provide” suggests a goal, but hop-by-hop ARQ already does this to a large extent in the absence of backhaul RLF. Other than the RLF case, the cases of handover of an IAB node to another IAB node (for reasons other than RLF) also need to be considered. We think the candidate agreement intends to say “RAN2 should focus on hop-by-hop ARQ without regard to lossless delivery in cases of BH RLF and handover”. Is this the intention? If so, we suggest modifying this to “ARQ enhancements to support lossless packet delivery are not needed.”

It is unclear if that would be agreeable. Otherwise, it may be best to discuss this in the meeting.

	Huawei/HiSilicon
	We share the concerns raised by other companies that RLF is not the only scenario for which lossless packet delivery should be guaranteed. As Intel pointed out, lossless packet delivery also needs to be supported in the case of mobility (both UE and IAB node mobility). Furthermore, as we recall, hop-by-hop ARQ was recommended from the SI, under the assumption that lossless end-to-end delivery would be addressed in the WI. Therefore, we think this needs to be supported regardless of the scenario under which packet loss may arise.
Therefore, we think the text should be simplified to the following:
Hop-by-hop ARQ should provide lossless packet delivery outside BH RLF conditions. Enhancements, if needed are FFS.

	AT&T
	Huawei’s proposal seems reasonable 

	KDDI
	We think that we have to discuss three mechanisms proposed in TR38.847, Table 8.2.3-2: Comparison of mechanisms for lossless delivery of UL data in hop-by-hop RLC ARQ case. However, we don’t think that we can decide something at this stage.

	OMESH
	We seems to be generally fine with the item. But we get a feeling that most companies have not fully captured the implications etc.

	Ericsson
	We support the agreement.


Part II:

Comments by rapporteur: HW’s proposal seems to be in the spirit of what other companies have in mind. So, let’s use this as the baseline proposal.  

	Proposal 8:

Hop-by-hop ARQ should provide lossless packet delivery. Enhancements, if needed are FFS.


Comments on Proposal 8:

	Company
	Adapt Layer acronym

	
	

	
	


3.9
IAB-node migration
One WID objectives define: “Specification of IAB-node migration underneath the same IAB-donor (with or without a change of IAB-donor DU), and between different IAB-donors. Migration of IAB-node could be network-controlled or could be due to BH RLF.” The TR describes solutions that leverage handover and RRC reestablishment procedures. In these solutions, the IAB-donor CU controls the IAB-node migration as long as it has control plane connectivity to the IAB-node. The following agreement candidates are proposed:
	Agreement candidates:

· The IAB-node can migrate to a different parent node underneath the same IAB-donor or at a different IAB-donor while providing access and backhaul service.

· The IAB-donor CU controls the IAB-node migration as long as it has control plane connectivity.

· The IAB-node MT leverages Uu handover and connection reestablishment procedures for IAB-node migration. 

· Session disruption and packet loss should be avoided or minimized during IAB-node migration.




In the following table, please provide comments on the agreement candidate.

	Company
	Comments

	Samsung
	The second bullet says “as long as it has control plane connectivity”. However, as indicated in the explanation of section 3.7, RRC re-establishment procedure can also be thought of as IAB-node migration. These conflict each other since re-establishment assumes no RRC connection with the network. Control plane connectivity part would best be removed. 

	LG
	In the first agreement candidate, just IAB-donor is ambiguous and it should be clarified and improved as follow:

· The IAB-node can migrate to a different parent node underneath the same IAB-donor CU or at a different IAB-donor CU while providing access and backhaul service.

	Intel
	Suggest removing the last bullet – it’s a general principle that applies to everything we do, so it should not need an agreement. Otherwise the list looks fine.

	Huawei/HiSilicon
	A couple of comments/concerns:

1. Not sure about “… while providing access and backhaul service.” in the first bullet. This somehow implies that there would be no interruption of services provided by an IAB node to downstream nodes, regardless of the scenario. We are sceptical of this being viable in all scenarios (e.g. migration to a different IAB-donor CU). In general, we think the Intra-CU case has higher priority, and so we think it would be better to focus on this case, and not try to optimize the Inter-CU case in this release. We propose to rephrase the first bullet as:
· The IAB-node can migrate to a different parent node underneath the same IAB-donor or at a different IAB-donor. while providing access and backhaul service.
· The IAB-node continues providing access and backhaul service when migrating to a different parent node underneath the same IAB-donor CU.
2. The meaning of “Session disruption” in the last bullet is not clear. We don’t think this terminology is currently used by RAN specifications. Perhaps it would be better to remove this bullet as proposed by Intel. 

	AT&T
	While Huawei and LG’s proposals seems reasonable, we suggest further modifying one of Huawei’s proposed bullets by further adding the phrase “at least” as shown below. At this time RAN2/RAN3 has not yet evaluated whether or not it is possible to continue to provide access and backhaul service when migrating to a different parent node underneath a different IAB-donor CU so we should leave open that possibility.
· The IAB-node continues providing access and backhaul service when migrating to a different parent node underneath at least the same IAB-donor CU

	KDDI
	These agreements seem related to topology change, so we should discuss this in RAN3 first.

	OMESH
	Agree with LG and Samsung

	Ericsson
	Given that the WID is quite clear on this topic, there is no reason to capture these agreements. Instead, companies should focus directly on the actual procedure to be captured in stage 2.


Part II:

Comments by rapporteur: 
The revisions by LG, HW, AT&T seems fine and consistent. 

On Samsung’s comment: RRC-reestablishment indeed represents an IAB-node migration procedure, but it is not controlled by the CU since the CU has lost CP connectivity at that point.
On KDDI’s comment: This is a combined RAN2/3 discussion, so RAN3 is involved.

Ericsson is correct that the WID is quite clear on these topics. This means that there shouldn’t be any major discussion on the following proposal. 
	Proposal 9:

· The IAB-node can migrate to a different parent node underneath the same IAB-donor CU or at a different IAB-donor CU. 

· The IAB-node continues providing access and backhaul service when migrating to a different parent node underneath at least the same IAB-donor CU.
· The IAB-donor CU controls the IAB-node migration as long as it has control plane connectivity.

· The IAB-node MT leverages Uu handover and connection reestablishment procedures for IAB-node migration. 




Comments on Proposal 9:

	Company
	Adapt Layer acronym

	
	

	
	


3.10
Topological redundancy

One WID objectives define: “Support for route redundancy and route selection based on multi-connectivity (e.g. TR 38.874 clause 9.7), leveraging existing NR solutions as well as NR-NR DC, without additional RAN1 work.” The TR describes solutions that leverage NR-DC. In these solutions, the IAB-donor CU controls the addition and release of additional links and routes. Further, centralized and local decision on route selection is proposed. The TR further discusses CP redundancy via LTE for IAB-nodes using NSA mode. The following agreement candidates are proposed:
	Agreement candidates:

1. The IAB-node mode may have redundant routes with the IAB-donor CU.

2. The IAB-donor CU controls the establishment and release of redundant routes.

3. NR DC is used to enable route redundancy for IAB-nodes operating in SA-mode.

4. For IAB-nodes operating in NSA-mode, LTE and X2 may be used for the forwarding of CP data between IAB-node and IAB-donor CU.



In the following table, please provide comments on the agreement candidate.

	Company
	Comments

	Samsung
	General comment on route redundancy: Support for NSA, SA, and NR-NR DC for IAB nodes is one of the requirements of the IAB WID – it is mandated. In our understanding (and we do not think there was ever a clear agreement), DC is not just for route redundancy (= topology adaptation). DC can be deployed to increase throughput, or may simply be necessary if the connection is to EPC (so these 2 examples have nothing to do with enhancing link reliability). Equally, you can have route redundancy (topology adaptation) without DC. Are you saying that we do not need any other route redundancy mechanisms apart from DC? Are you saying that every route redundancy mechanism needs to rely on DC? The message is unclear to us, and how it is linked to existing agreements.

	LG
	For the 3rd agreement candidate, our question is that if NR DC is used to enable route redundancy, what is the state of both route? Only one route is used and another is not used until one route has problem. Or both routes can be used simultaneously as in legacy. We think that this should be clarified for route redundancy by NR DC and it may need more discussion. 
For the 4th agreement candidate, it could be straightforward, but clear agreement is preferred, i.e., What is CP data? Does it include F1? We think that at least example CP data should be clarified before making this agreement candidate. 

	Intel
	The general principle in these candidate agreements seems to be that route redundancy is based on DC. Regarding Samsung’s point about route redundancy without DC, I’m not sure what this is referring to.

	Huawei/HiSilicon
	Bullets 1 – 3, are clearly related to topological redundancy, and seem fine to us.

Bullet 4 seems unrelated to the issue of topological redundancy, but is more related to how NSA will be addressed. This bullet seems to imply Option C will be used to support NSA operation, which has not been agreed yet. We share LG’s concern that a solution for F1-AP would need to be defined for Option C, and this requires further discussion based on contributions. Therefore, we think it is better to remove bullet 4) at this point.

	AT&T
	The first agreement candidate may have a typo: Should it be “The IAB-node may have redundant routes with the IAB-donor CU”? Other bullets seem fine.

Regarding DC-related comments by some companies, it is stated in the IAB WI objectives to specify route redundancy based on multi-connectivity as follows:

· Support for route redundancy and route selection based on multi-connectivity (e.g. TR 38.874 clause 9.7), leveraging existing NR solutions as well as NR-NR DC, without additional RAN1 work. (see NOTE1).

Given such a clearly stated objective regarding use of DC for route redundancy there should not be any question about whether or not DC is used for route redundancy. Regarding comments by Samsung, LG and Intel about whether route redundancy with DC means DC with switched-bearer or split-bearer, this issue was briefly discussed on the RAN_DRAFTS reflector during the IAB WI draft phase for RAN#82. Even though there was not a formal agreement about this, in general, there was discussion that route redundancy would mean switched-bearer and not split-bearer. We are open to additional clarification in the proposed text to clarify this part. 



	KDDI
	These agreements seem related to topology, so we should discuss this in RAN3 first. After RAN3 discussion, if there are some RAN2 missing pieces to realize RAN3 agreed topology redundancy, then  we can start the discussion in RAN2,

	OMESH
	The first item is having some wording issue, since multi-connectivity shall be supported. It is better to re-phrase as:

IAB-nodes shall support multi-connectivity in both upstream and downstream for topological redundancy.
For the third item, since NR-DC is not ready yet, we think it is better we say, it will be used as a baseline, as something new may be needed on top of it for supporting IAB. And do we need to limit NR-DC on the SA-mode? We suggest the following rephrase

NR-DC can be used as a baseline to support upstream multi-connectivity on IAB-nodes.



	Ericsson
	Further discussion on the detailed solutions is needed in this area. E.g. in our view it is not possible to directly apply NR DC for IAB nodes for several reasons. We will provide a contribution with more details of why it is not possible. In the meantime, the WID objectives are sufficient. No need to capture these agreements.


Part II:

Comments by rapporteur: 
As pointed out by AT&T and Ericsson, the first 3 bullets are already captured in the WID and there should be no major discussion necessary. 

On bullet 4: IAB in NSA mode will be supported based on WID objectives. We have not agreed to use CP diversity via LTE | X2 even though it was discussed in SI. We can leave this out for the moment.
On Ericsson’s comment: While the community is highly interested to hear Ericsson’s concerns on NR DC for backhauling we do not want to exclude the possibility that Ericsson’s concerns may be allayed in brief discussion. For that reason, I keep the first three bullets as a proposal.
	Proposal 10*:

1. The IAB-node may have redundant routes with the IAB-donor CU.

2. NR DC is used to enable route redundancy for IAB-nodes operating in SA-mode. 
3. In this case, the IAB-donor CU controls the establishment and release of redundant routes.




*) Ericsson believes to have formidable reasons that NR DC cannot be used for redundancy in the backhaul. 
Comments on Proposal 10:

	Company
	Adapt Layer acronym

	
	

	
	


3.11
Editorial: Definitions

TS 38.300 needs to define new expressions introduced for IAB. The following list is proposed:
Candidate list of definitions
	Expressions 
	Definition

	IAB-donor


	gNB that provides functionality for IAB and supports NR backhaul links to IAB-nodes

	IAB-node


	RAN node that support access links to UEs and child nodes as well as NR backhaul links to parent nodes

	NR backhaul link
	NR link used for backhauling between an IAB node and an IAB-donor, and between IAB nodes in case of a multi-hop backhauling.

	gNB-CU
	See 3GPP TS 38.401

	gNB-DU
	See 3GPP TS 38.401

	Parent node
	Northbound node of an IAB-node; the parent node can be IAB-node or IAB-donor-DU

	Child node
	Southbound node of an IAB-node; the child node is also an IAB-node

	Southbound
	Direction in multi-hop backhauling away from the IAB-donor

	Northbound
	Direction in multi-hop backhauling toward the IAB-donor

	Multi-hop backhauling
	A chain of NR backhaul links between an IAB-node and an IAB-donor


In the following table, please provide comments on expressions, definitions or provide additional definitions.

	Company
	Comments

	Samsung
	Proposal for more accurate definition of IAB-donor: 

gNB that provides network access to UEs via a network of backhaul and access links.
Proposal for more accurate definition of IAB-node: 
RAN node that support NR backhaul links to parent and / or child nodes and potentially also access links to UEs.
(Not every node will have parent AND child nodes; not every node will have its own UEs.)
Please also note our earlier comments that your definitions which equate parent node and northbound node are only accurate for the Tree topology case.

	Huawei/HiSilicon
	As we mentioned in the discussion of section 3.1, we prefer to use “downstream” in place of “southbound” and “upstream” in place of “northbound”, in order to align with the language used in the TR, and avoid any possible confusion in the future.

	AT&T
	We disagree with Samsung that the northbound node being the parent node is only accurate for the tree topology. Please remember that for an IAB node in either ST or DAG topology, any next hop node that connects the IAB node to its IAB-donor is a parent. Samsung’s concern would have been valid for a general mesh topology. However, IAB design supports only ST and DAG topologies. Hence, there should not be any concern with the proposed text.

	OMESH
	Terminology such as Northbound and Southbound shall be removed (See 3.1). If necessary, we may use upstream and downstream instead. 

	Ericsson
	In our view, we should also define IAB-Donor CU and IAB-Donor DU since these are also needed in the context the IAB-Donor terminology. 

For the IAB node definition, we think “backhaul” link should be used both for the link to parent and child node. We should not use “access link” for IAB node access. 

NR backhaul link:

 NR link used for backhauling (maybe we should “communication” to avoid using backhauling to define backhauling) between an IAB node and an IAB-donor, and between IAB nodes in case of a multi-hop backhauling (same here).

Prefer upstream/downstream rather than north/south.


Part II:

Comments by rapporteur: 
Since Samsung feels strongly about rewording the definition of the IAB-donor I have adopted their revision in the following proosal. 

The IAB-node definition needs a little rewording. However, the IAB-node does support backhaul links to child nodes even if it does not have any child nodes.

I have removed southbound and northbound. The proposal 1-2 above introduces the “DAG topology” with the donor at its root. This makes it much easier to define upstream, downstream, child and parent.
Proposal 11:

	Expressions 
	Definition

	IAB-donor


	gNB that provides network access to UEs via a network of backhaul and access links.

	IAB-node


	RAN node that supports NR access links to UEs and NR backhaul links to parent nodes and child nodes.

	NR backhaul link
	NR link used for backhauling between an IAB-node and an IAB-donor, and between IAB-nodes in case of a multi-hop backhauling.

	Upstream
	Direction toward IAB-donor in directed acyclic graph topology formed by IAB-nodes and IAB-donor

	Downstream
	Direction toward the leaves in directed acyclic graph topology formed by IAB-nodes and IAB-donor

	Parent node
	Upstream node of an IAB-node; the parent node can be IAB-node or IAB-donor-DU

	Child node
	Downstream node of an IAB-node; the child node is also an IAB-node

	gNB-CU
	See 3GPP TS 38.401

	gNB-DU
	See 3GPP TS 38.401

	Multi-hop backhauling
	A chain of NR backhaul links between an IAB-node and an IAB-donor


Comments on Proposal 11:

	Company
	Adapt Layer acronym

	
	

	
	


4
Appendix

4.1
Objectives from WID related to RAN2 and RAN3

Objectives referenced in section 3 above are highlighted in yellow. 
· Specification of an IAB-node following architecture 1a including [RAN2-led, RAN3]: 

· Routing function on IAB-node to support forwarding across the multi-hop topology based on routing identifier. 

· Hop-by-hop propagation of signalling to support low latency scheduling (e.g. TR 38.874 clause 8.6), BH RLF handling (e.g. TR 38.874 clause 9.7.14-15) and resource coordination across the multi-hop topology (e.g. TR 38.874 clause 7.3.3). 

· UE-bearer to BH RLC-channel mapping and mapping between ingress and egress BH RLC channels functions for support of one-to-one and many-to-one bearer mapping.

· Enhancements to gNB functionality to serve as an IAB-donor following architecture 1a [RAN3, RAN2]

· Functions on gNB CU-CP for topology, route and resource management [RAN3-led]. 

· Support for IP routability to IAB-node (e.g. from CU, OAM) [RAN3-led].

· Bearer mapping function on gNB DU to map downlink traffic of one or many UE-bearers to a BH RLC-channel [RAN2-led]. 

· Specification of possible enhancements to E1, F1 and X2/Xn interfaces [RAN3-led, RAN2]:

· On F1: 

· security protection over the wireless backhaul links.

· setting up and reconfiguring IAB-nodes and IAB-donor DUs

· On X2 and Xn, necessary functions to enable DC operation with IAB. 

· On E1, configuration of necessary IAB-specific transport and/or security protection of F1-U. 

· Specification of procedures for IAB-node integration and topology adaptation, including [RAN3-led, RAN2]:

· Procedures for IAB-node integration for SA and NSA modes, including enhancements needed to E-UTRAN for NSA mode. 

· Specification of IAB-node migration underneath the same IAB-donor (with or without a change of IAB-donor DU), and between different IAB-donors. Migration of IAB-node could be network-controlled or could be due to BH RLF. 
· Support for route redundancy and route selection based on multi-connectivity (e.g. TR 38.874 clause 9.7), leveraging existing NR solutions as well as NR-NR DC, without additional RAN1 work. (see NOTE1).

· Specification of enhancements to L2 wireless transport [RAN2-led, RAN3]:

· Specification of an adaptation layer above RLC layer. The adaptation layer supports routing across the wireless backhaul and IP as next protocol layer. 

· Extension of LCID space and potentially LCG space to support one-to-one mapping of UE bearers to BH RLC channels. The extension of LCID space and LCG space is applicable only to IAB-nodes.

· Specification of a flow control mechanism (for DL and, if necessary, for UL) to handle congestion. 

· Specification of mechanisms to enable lossless delivery in hop-by-hop ARQ.

· Specification of signalling for L2 transport and resource management [RAN2-led, RAN3, RAN1]:

· Specification of RRC and F1-AP procedures and messages for: the setup and release of IAB-nodes; configuration of adaptation layer at the IAB-nodes and IAB-donor DU; configuration of BH RLC channels, QoS information, routing tables, bearer-mappings; configuration of means for network synchronization; and configuration for sharing of time-domain resources among backhaul and access links (see physical layer specification). 

· Specification of an IP address allocation mechanism for the IAB-nodes [RAN3]. 
· Specification of enhancements to bearer context setup/release procedures to support flow QoS across multiple hops. 

· Specification of signalling to enable aspects of radio-aware scheduling on IAB-nodes and IAB-donor DUs (e.g. as discussed in TR 38.874 clauses 8.2.4.2-3).

· Specification of enhancement for uplink resource request procedure and related signalling to enable low latency uplink data scheduling. 

· Specification of BH RLF handling (e.g. downstream BH RLF notification).

4.1
Agreements from RAN2#105

Agreements referenced in section 3 above are highlighted in yellow. 

Adaptation layer functionality

-
RAN2 confirms that routing and bearer mapping (e.g. mapping of BH RLC channels) are adaptation layer functions
-
RAN2 assumes that the TX part of the adaptation layer performs routing and “bearer mapping”, and the RX part of the adaptation layer performs “bearer de-mapping”.
-
RAN2 assumes that SDUs are forwarded from the RX part of the adaptation layer to the TX part of the adaptation layer (for the next hop) for packets that are relayed by the IAB node.
-
It is FFS how to model adaptation layer protocol entities, e.g. whether separate for DU and MT or not, and how these are configured, i.e. via F1-AP or RRC.
L2 configuration

-
RAN2 assumes that IAB-donor CU is controlling the setup and modification of all backhaul channels in the IAB network below the IAB-donor.
-
RAN2 assumes that a separate BH RLC channel should be setup for each UE DRB with one-to-one bearer mapping. 

-
RAN2 assumes that for a UE DRB with many-to-one bearer mapping, a BH RLC channel associated with IAB node existing BH RLC channel might be reused as BH RLC channel to forward traffic of this UE DRB (e.g. if the BH RLC channel supports the required UE DRB QoS).

-
RAN2 assumes that IAB-donor CU configures the adaptation layer.

- 
RAN2 assumes that routing is a function of the adaptation layer. 

-
The details of the routing functionality, e.g. what is configured vs. what is decided locally, is FFS. 

BH radio-link failure

-
RAN2 assumes that there is a RLF-notification at BH RLF, at least to downstream node(s).

-
Alternate routes and/or Dual Connectivity could be utilised at recovery at a failure of a BH link. 
-
Current UE RLF detection and recovery is reused as baseline
-
It is FFS, whether other indications are needed, e.g. when link has recovered, or when recovery is in progress.
4.2 
Agreements from RAN3#103

Agreements referenced in section 3 above are highlighted in yellow. 

1. The donor needs to know that the IAB-node MT is not a normal UE

2. SA for IAB node: 

AMF includes “IAB Authorized” IE in the INITIAL CONTEXT SETUP REQUEST/CONTEXT MODIFICATION REQUEST messages

3. NSA for IAB node: 

MME includes “IAB Authorized” IE in the INITIAL CONTEXT SETUP REQUEST/CONTEXT MODIFICATION REQUEST messages

The eNB should include “IAB Authorized” IE in SgNB ADDITION REQUEST/MODIFICATION REQUEST messages

4. Routing/forwarding for F1-C and for F1-U should be the same
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