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At RAN#69, a new work item named NarrowBand IOT (NB-IoT) was approved, see [1]. The objective is to specify a radio access for cellular internet of things that addresses improved indoor coverage, support for massive number of low throughput devices, low delay sensitivity, ultra-low device cost, low device power consumption and (optimized) network architecture. At RAN#70, a revised work item description was approved, see [2].
NB-IOT should support 3 different modes of operation: 
1.	“Stand-alone operation” utilizing for example the spectrum currently being used by GERAN systems as a replacement of one or more GSM carriers, as well as scattered spectrum for potential IoT deployment.
2.	“Guard band operation” utilizing the unused resource blocks within a LTE carrier’s guard-band 
3.	“In-band operation” utilizing resource blocks within a normal LTE carrier
NB-IoT will support 180 kHz UE RF bandwidth for both downlink and uplink. Furthermore according to [2], NB-IoT downlink is based on OFDMA using 15 kHz sub-carrier spacing for all the modes of operation (with normal or extended CP).
Furthermore according to [2], NB-IOT should have a single synchronization signal design for the different modes of operation, including techniques to handle overlap with legacy LTE signals.
The agreements on the synchronization channel design according to the latest RAN meeting are summarized below [3]:
1. The periodicity of NB-PSS transmission is 10ms.
2. The sequence for NB-PSS is generated at each OFDM symbol
a. Length-11 Zadoff-Chu Sequence in frequency domain is used for sequence generation for each OFDM symbol and 11 REs are used per OFDM symbol.
b. The 11 root sequence indices are FFS.
3. NB-PSS is transmitted in subframe 5
4. NB-SSS is transmitted in subframe 9 
5. Number of symbols for NB-SSS: 11
6. NB-SSS base sequence is constructed from one or more ZC sequences
a. Length FFS
7. FFS whether multiple root sequences are used or a binary scrambling code
In this contribution, we provide a detailed analysis of the performance, device complexity and memory requirements of the different synchronization channel designs proposed in [4]-[8]. In our complexity comparisons, we use two different PSS:
1. Long-sequence based PSS design proposed in [4], [5] 
2. Short-sequence based PSS design proposed in [6]-[8]
Performance Evaluations
1.1 Simulation assumptions
The simulation assumptions are aligned with the assumptions agreed in [9] and tabulated in Table 1. We evaluate the performance of the worst case scenario only, i.e., initial cell search in in-band mode at 164 dB MCL.
[bookmark: _Ref412221147]Table 1: Simulation Parameters
	Parameter
	Value

	Carrier Frequency
	900 MHz

	Channel Model
	TU 1 Hz [9]

	Subcarrier Spacing
	15 kHz

	SNR
	-12.6 dB1

	Sampling Frequency (Fs)
	1.92 MHz (A/D); 240 kHz (PSS detection)

	Cyclic Prefix
	10 samples for the 1st and 7th OFDM symbol within a subframe, 9 samples for the rest

	Timing offset
	Uniformly distributed between in the interval of  [0,80) ms in steps of size 1/Fs

	Antenna Configuration
	2 Tx, 1 Rx

	Power Boosting for NB-IOT (In-band and Guard-band)
	6 dB

	Frequency Offset
	Randomly generated as one of the values in the set of {-18 kHz, 18 kHz}, which corresponds to a frequency offset error of 20 ppm.

	Raster Offset
	7.5 kHz [10] 

	Number of realizations
	1000

	NOTE1: -12.6 dB corresponds to an MCL of 164 dB for in-band and guard-band operation.



For in-band operation, the adjacent PRBs of the NB-IOT PRB are occupied by LTE signals on both sides. In in-band operation mode, the NB-PSS transmissions from the two antennas are provided in Figure 1 for a specific design ([6]), and a similar technique is applied to all the other designs. It can be seen that the sign of the NB-PSS and NB-SSS transmitted from the second antenna is reversed after every 10 ms and 20 ms block respectively, which is the repetition interval of the corresponding signal in the design of [6]. This enables transmit diversity, since the receiver sees two independent channels for the NB-PSS (NB-SSS) that alternate every 10 ms (20 ms).
[image: ]
[bookmark: _Ref430942808][bookmark: _Ref430942789]Figure 1: Transmission scheme for NB-PSS/NB-SSS in in-band operation
Because of the inherent nature of the different NB-PSS designs proposed in [4]-[8], the processing of the NB-PSS is different for the different designs. In our performance evaluation comparison, we make use of four different algorithms for NB-PSS processing, where each algorithm is suited to a particular design.
1. Algorithm 1: Cross correlation of the received sequence with two NB-PSS is used. Each cross correlation process produces a peak, and the average of the two peaks is used to estimate the timing.
2. Algorithm 2: A partial cross correlation of the received sequence with the NB-PSS and multiple frequency hypotheses is used. A partial cross correlation relies on a coherent combining across a certain duration/block within which the residual frequency offset corresponding to a frequency hypothesis is small, and a non-coherent combining over the different blocks.
a. Partial cross correlation across 11 OFDM symbols with 5 frequency hypotheses is used. The coherent combining is within an OFDM symbol, and non-coherent combining is applied across 11 OFDM symbols.
b. Partial cross correlation across 44 blocks is used without any frequency hypotheses
3. Algorithm 3: Cross correlation between the differential version of the received sequence and the differential version of the NB-PSS is used.
4. Algorithm 4: Auto correlation between different portions of the received sequence is used since the NB-PSS is composed of identical blocks. For example, in the design in [7], the NB-PSS is composed of 11 identical blocks with each block spanning an OFDM symbol. In [8], the NB-PSS is composed of 5 identical blocks, and each block spans 5 OFDM symbols.
Network Synchronization time
A comparison of the detection rate, the false alarm rate and total synchronization time for a desired percentage of the mobile stations during initial cell search is provided in Table 2 for the different designs at 164 dB MCL. The same NB-SSS is assumed for all the different designs for the sake of comparison. The detection rate is the number of realizations where the presence of NB-PSS was detected correctly. The SSS detection rate is the number of correctly detected NB-SSS occurrences for which the NB-PSS was already detected. During the synchronization procedure, the sub-frame timing is first estimated using the NB-PSS, followed by the estimation of carrier frequency offset using the same NB-PSS. After the timing and frequency offset is known, the NB-SSS is used for detecting the timing within the 80 ms block as well as the unique cell ID. In obtaining the total synchronization time, we assume that the frequency offset estimation procedure is started during the last block used for signal detection. Because of very low SNR, an accumulation of the correlation with NB-PSS/NB-SSS over multiple blocks is required. 
For the sake of comparison, we also provide the time required for PSS detection for different percentage of users in Table 2. At the end of the PSS detection stage, the device has an estimate of the timing information only, and needs to find the frequency offset and the physical cell ID. In the calculation of the memory requirement, we only assume the amount of memory required to store the correlator outputs due to the accumulation process, because all the outputs from the intermediate steps can reuse the total available memory when implemented efficiently. We assume that the storage of a real number required 1 byte memory, and the storage of a complex number requires 2 bytes of memory.
We observed that the presence of raster offset results in a degradation of the cell ID detection performance for the design when operating in in-band mode. In order to resolve this issue, we hypothesize over different raster offsets during cell ID detection using NB-SSS. The raster offsets used for hypothesizing are 5 kHz and -5 kHz. Hypothesizing results in an identical cell ID detection performance compared to the case where no raster offset was assumed.



[bookmark: _Ref419713384]Table 2: Comparison of synchronization performance between different designs for initial cell search at 164 dB MCL.
	% of Users
	Design in [4], [5]
	Design in [6]
	Design in [7]
	Design in [8]

	
	Algorithm 1
	Algorithm 2a
	Algorithm 3
	Algorithm 2b
	Algorithm 4
	Algorithm 4
	Algorithm 3

	Complexity (in Mops/sec)
	37.428
	474.592
	25.8576
	260.484
	36.72
	27.12
	25.8576

	Relative Complexity
	1x
	12.68x
	0.69x
	6.96x
	0.98x
	0.72x
	[bookmark: _GoBack]0.69x

	Memory (in kB)
	9.6 kB
	12 kB
	4.8 kB
	2.4 kB
	24 kB
	24 kB
	4.8 kB

	Relative Memory required
	1x
	1.5x
	0.5x
	0.25x
	2.5x
	2.5x
	0.5x

	PSS Detection Rate
	100 %
	100 %
	99.7 %
	94.1 %
	100 %
	100 %
	99.4 %

	PSS Detection time for 50 % users
	120 ms
	240 ms
	720 ms
	1030 ms
	280 ms
	350 ms
	820 ms

	PSS Detection time for 90 % users
	460 ms
	1130 ms
	2900 ms
	4510 ms
	980 ms
	1220 ms
	3170 ms

	SSS Detection Rate
	99.1 %
	97.5 %
	98.3 %
	97 %
	99 %
	99.4 %
	99.4 %

	Total Sync. time for 50 % users
	165 ms
	334 ms
	824 ms
	1264 ms
	394 ms
	454 ms
	934 ms

	Total Sync time for 90 % users
	565 ms
	1374 ms
	3234 ms
	7244 ms
	1254 ms
	1394 ms
	3614 ms

	Average Total Sync. time
	251.2 ms
	518.5 ms
	1223.9 ms
	1785.4 ms
	547.5 ms
	648 ms
	1366.1 ms




Device Complexity and Memory Requirements during PSS detection
Synchronization Design in [4], [5] 
Cross correlation with two NB-PSS is required. The cross correlation operation can be performed efficiently using the FFT-based overlap and save method. Using this method, the cross correlation is equivalent to the IFFT of the multiplication of the FFTs of the received sequence and the transmitted NB-PSS. Assuming a sampling rate of 240 kHz and  sample window for FFT operations, we have  windows within a 20 ms received sequence. The complexity of an -point FFT as well as IFFT is given by , and equals 34824 ops. The multiplication of the two FFTs requires  ops, and the squaring and accumulation of the correlation values require  ops and  ops. In the accumulation step, we assume a multiplication of the previous cross correlation term with a scalar factor followed by an addition with the current cross correlation term. Therefore, the total complexity is given by  ops every 20 ms, which is equal to 37.428 Mops/sec.
For the memory requirements, we observe that the outputs of the two correlators are real, and the accumulation is performed over 20 ms at 240 kHz. Thus, there are a total of  real values to be stored, giving a required memory of 9.6 kB.
Synchronization Design in [6]
Partial Correlation based receiver algorithm
Partial correlation with a single NB-PSS and multiple frequency hypotheses is required. Partial correlation is equivalent to a non-coherent combination of several cross correlations with different blocks of the transmitted NB-PSS. For example, partial correlation across 11 OFDM symbols is the same as adding up non-coherently the 11 different cross correlations between the different blocks of the NB-PSS and the received sequence. The cross correlations can be implemented efficiently using the FFT-based overlap and save method described in Section 3.1.
We assume  different frequency hypotheses,  different non-identical blocks,  different blocks and an  sample window for the FFT operations and a 240 kHz sampling rate. The number of windows within a 10 ms received sequence is . For every frequency hypothesis and every distinct block, a multiplication of two FFTs is needed followed by an IFFT, giving  ops. After the IFFT stage, an addition of the squared values of the different cross correlations is required giving  ops. The accumulation of the partial correlations is then performed for each frequency hypothesis, giving  ops. Thus, the total number of operations every 10 ms is given by  ops.
If we choose  and the sampling rate is 240 kHz, the number of non-identical blocks is 11, because of the cyclic prefix, which is not an integer multiple of the down-sampling factor of 8. As a result, the NB-PSS sequence, when divided into 11 parts results in 11 non identical blocks even though the sequence has the same root in 2 OFDM symbols. As a result, . In a similar fashion, choosing  and 240 kHz sampling rate also leads in .
Using ,  and  yields 4745920 ops every 10 ms, giving 474.592 Mops/sec. Using , ,  and  yields 2604840 ops every 10 ms, giving 260.484 Mops/sec. 
If the arrangement of the roots is changed to , at 240 kHz sampling rate, the and  blocks are the same. If this is assumed, then we can have , and . This gives the complexity as 433.164 Mops/sec with 5 frequency hypotheses. Also, if we take , then , and the complexity becomes 238.068 Mops/sec. 
For every frequency hypothesis, the number of correlator output samples is  real numbers, requiring a total memory of 2.4 kB. Assuming a total of  frequency hypotheses, the total memory required is  kB.
Differential detection based receiver algorithm
In the differential detection based receiver algorithm, a cross correlation between a differential of the received sequence and the differential of the transmitted NB-PSS is used. We again employ the FFT based overlap and save method described in Section 3.1 to perform efficient cross correlation.
Assuming an  sample window and 240 kHz sampling rate, we have  operations each for the FFT and IFFT stage. A differential operation on the 10 ms long received sequence requires 2400 complex multiplications, giving 14400 ops every 10 ms. The number of windows is , and multiplication of two sequences of length  requires  ops. The accumulation stage requires  operations. Since the accumulation process is coherent, a multiplication of a scalar with a complex valued sequence is required followed by a complex addition. The squaring process requires  ops. The total complexity is thus given by  operations every 10 ms. Using  yields the complexity as 258576 ops every 10 ms, giving 25.8576 Mops/sec. 
Note that the accumulation step for the differential detection based receiver algorithm requires the addition of complex numbers. The correlator output within 10 ms is  complex values, requiring a total of 4.8 kB memory.
Synchronization Design in [7]
An auto-correlation of the received sequence is performed making use of the property that the transmitted NB-PSS is composed of several identical copies. The complexity of the algorithm is dependent on the sampling rate used. The auto-correlation algorithm is described in [7], and is computed recursively. The algorithm computes 4 different sub auto-correlations, and finally combines them with proper weights to provide a final auto correlation. Due to the recursive nature of the algorithm, only 1 complex multiplication followed by 2 complex additions is required for each of the sub auto-correlations when the sampling rate is 1.92 MHz. The combination step is composed of three complex multiplications, 3 multiplications between a real and complex value and three complex additions, giving  ops per sample. Thus, we have 70 ops per sample. Every 10 ms, a coherent combining of the auto correlation values followed by subsequent squaring across 10 ms blocks gives  ops every 10 ms. Thus, the total complexity is given by  Mops/sec. In order to improve performance, the coherent combining can be performed on each of the four sub auto correlations, followed by the combining step to obtain the final auto-correlation. This gives a slight increase in complexity and is equal to  Mops/sec.
Using a sampling rate of 240 kHz, each of the sub auto-correlation requires 1 complex multiplication per sample. The number of complex additions is different for each of the four sub auto-correlation and is dependent on the cover code used. If the cover code used was an all one code, the number of complex additions would have been 2 per sub auto-correlation per sample. However, because of the special cover code, we observe that 12, 10, 10 and 8 complex additions are required for the first, second, third and fourth sub auto-correlation respectively. This gives a total of  operations, followed by 30 ops for the combining step per sample. Coupled with the coherent combining step, we have  Mops/sec. If the coherent combining is performed for each of the four sub auto correlations, the complexity becomes  Mops/sec.
It is worth pointing out that even though the performance improvement does not increase the complexity, it leads to an increase of memory by a factor of 5, because a coherent accumulation is required for each of the 4 sub auto-correlations as well as the final auto-correlation obtained after the combining step. In our evaluations in Table 2, we use the algorithm that gives the best performance at 240 kHz sampling rate. For the sake of completeness, we provide the results of synchronization performance for the different accumulation process of both algorithms in Table 3.
Since an accumulation is required for each of the four sub-auto correlations as well as on the final correlation, and each auto correlation step produces a total of  complex values, the amount of memory required to store all of them is equal to  complex values, giving a total of 24 kB memory requirement.

[bookmark: _Ref445475109]Table 3: Comparison of synchronization performance for design in [7] for initial cell search at 164 dB MCL with different accumulation processes
	% of Users
	Design in [7] 

	
	Algorithm 4 (4x memory)
	Algorithm 4 (1x memory)

	Complexity (in Mops/sec)
	93.36
	90.48

	PSS Detection Rate
	100 %
	99.9 %

	SSS Detection Rate
	99 %
	99.7 %

	Sync. time for 50 % users
	394 ms
	694 ms

	Sync time for 90 % users
	1254 ms
	2434 ms

	Average Sync. time
	547.5 ms
	998.3 ms



Synchronization Design in [8]
Using a differential based detection algorithm requires 25.8576 Mops/sec, and the technique is equivalent to the process outlined in Section 3.2.2. In addition, the algorithm described in [7] can also be used, yielding 147.84 Mops/sec with 1.92 MHz sampling rate, and 33.84 Mops/sec with 240 kHz sampling rate. On using the algorithm to improve performance, the complexity becomes 170.88 Mops/sec and 27.12 Mops/sec for 1.92 MHz and 240 kHz sampling rate respectively. The difference in complexity from the design in [7] comes from the fact that the number of sub auto-correlations requires  operations per sample, because the transmitted sequence is composed of 5 identical parts, and the code cover is different from the design in [7]. In our evaluations in Table 2, we use the algorithm that gives the best performance at 240 kHz sampling rate.
For algorithm 4, the memory required is equivalent to the memory requirement evaluated in Section 3.3, and is equal to 24 kB. For algorithm 3, the memory required is equal to the one calculated in Section 3.2, and is equal to 4.8 kB.
Summary
We provide the device complexity during NB-PSS detection in Table 3.
[bookmark: _Ref445129865]Table 4: Comparison of device complexity during NB-PSS detection
	Design
	Device Complexity

	[4], [5], Algo 1
	37.428 Mops/sec with 1024 sample window for the DFT based overlap save correlation, 9.6 kB memory required

	[6], Algo 2a
	474.592 Mops/sec with 64 sample window for DFT based overlap save correlation and 5 frequency hypotheses, 12 kB memory required

	[6], Algo 2b
	260.484 Mops/sec with 16 sample window for DFT based overlap save correlation, 2.4 kB memory required

	[6], Algo 3
	25.8576 Mops/sec with 1024 sample window for the DFT based overlap save correlation, 4.8 kB memory required

	[7], Algo 4
	36.72 Mops/sec, 24 kB memory required

	[8], Algo 4
	27.12 Mops/sec, 24 kB memory required

	[8], Algo 3
	25.8576 Mops/sec with 1024 sample window for the DFT based overlap save correlation, 4.8 kB memory required



Device complexity of frequency offset estimation
The frequency offset estimation algorithm is composed of two steps.
1. Multiply the received PSS with the complex conjugate of the transmitted PSS
2. Hypothesize over the frequency offsets from the sequence obtained from Step 1
Step 2 can be efficiently implemented using an FFT based procedure, if the number of frequency hypotheses to be tested is large. In addition, the performance can be improved by hypothesizing over different timing positions, resulting in a linear increase in complexity. We provide the expression for complexity assuming a sampling rate of  MHz,  different timing hypotheses, and  different frequency hypotheses (if an FFT based procedure is not used).
The first step requires  complex multiplications for each timing hypothesis, where  is the length of the NB-PSS that is dependent on the sampling rate. With  different frequency hypotheses, we require  complex multiplications in the second step followed by  complex additions, and subsequent squaring and accumulation. The total number of operations is thus  per NB-PSS repetition interval.
If Step 2 is performed using a  point FFT, we have ops within the NB-PSS repetition interval.
If ,  and , we have 20.5928 Mops/sec for the design in [4] and [5]. If ,  and , we have 38.9004 Mops/sec for the desing in [7]. 
 
Conclusions
In this contribution, we provide an analysis of the performance and device complexity of the synchronization channel and observe the following:
Observation 1: The complexity of the NB-PSS detection depends heavily on the receiver algorithm used.
Observation 2: Short sequence based design using a differential detection based algorithm offers the lowest complexity, but suffers in synchronization performance
Observation 3: Partial correlation based receiver algorithm has much higher complexity when compared to other algorithms, but offers reasonable synchronization performance when multiple frequency hypotheses are used.
Observation 4: Long sequence based design provides the best trade-off between complexity and synchronization performance.
Observation 5: Using the recursive correlation algorithm in [7] offers no significant complexity benefit when compared with long sequence based design.
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Appendix
We provide details on the number of complex additions required in each of the sub auto-correlation steps in the design in [7]. For the sake of analysis, we consider a received sequence , which is composed of  segments, each of length . The  element corresponding to the  segment is given by . Assuming that the PSS is composed of  identical segments, with a cover code  applied to all elements of the  segment, we can write the sub auto-correlation function as (see [7])

We have 





where we have  and . Observe that

Using the above relation, we get





Note that in the above expression, the terms corresponding to  are always 1 or -1. Thus, the number of complex terms that need to be added (we consider subtraction as an addition with a negative number) is equal to , where  is a function of the underlying cover code and  and is given as

As an example, with , and the cover code , we have .
1(9)
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