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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

[This TR documents collects information on eXtended Reality (XR) in the context of 5G radio and network services. Extended reality (XR) refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as augmented reality (AR), augmented virtuality (AV), mixed reality (MR), and virtual reality (VR) and the areas interpolated among them.]
1
Scope

The present document collects information on eXtended Reality (XR) in the context of 5G radio and network services. The primary scope of this Technical Report is the documentation of the following aspects:

· Introducing Extended Reality by providing definitions, core technology enablers, a summary of devices and form factors, as well ongoing related work in 3GPP and elsewhere.

· Collecting and documenting core use cases in the context of Extended Reality
· Identifying relevant client and network architectures, APIs and media processing functions that support XR use cases

· Analysing and identifying the media formats (including audio and video), metadata, accessibility features, interfaces and delivery procedures between client and network required to offer such an experience

· Collecting key performance indicators and Quality-of-Experience metrics for relevant XR services and the applied technology components.

· Drawing conclusions on the potential needs for standardization in 3GPP.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TR 26.918: "Virtual Reality (VR) media services over 3GPP".
[3]
3GPP TS 26.118: "3GPP Virtual reality profiles for streaming applications".
[4]
ARCore, https://developers.google.com/ar/
[5]
ARKit, https://developer.apple.com/arkit/
[6]
3GPP TR 22.842: "Study on Network Controlled Interactive Service in 5GS".
…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".


3
Definitions, symbols and abbreviations


3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2




Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].


3DoF
Three Degrees of Freedom

6DoF
Three Degrees of Freedom

AR
Augmented Reality

ATW
Asynchronous TimeWarp

CDN
Content Delivery Network

DoF
Degrees of Freedom

FLUS
Framework for Live Uplink Streaming

FOV
Field-Of-View

FPS
Frames Per Second

GNSS
Global Navigation Satellite System
GPU
Graphics Processing Unit

HMD
Head-Mounted Display

IDMS
Inter-destination Multimedia Synchronization

MCPTT
Mission Critical Push To Talk

MMS
Multimedia Messaging Service

MOBA
Multiplayer Online Battle Arena

MR
Mixed Reality

PBR

Physically-Based Rendering

PTT
Push To Talk

RGB
Red-Green-Blue color space
RTT
Round Trip Time
SLAM
Simultaneous Localization and Mapping
ToF
Time of Flight
TPU
Tensor Processing Unit

VR




Virtual Reality

XR




Extended reality
4
Introduction to Extended Reality
4.1
XR Terms and Definitions

4.1.1 
Different Types of Realities

The scope of this Technical Report is the introduction of eXtended Reality (XR) to 3GPP services and networks. eXtended Reality (XR) is an umbrella term for different types of realities as shown in Figure 4.1-1. The figure also shows different application domains of XR such as entertainment, healthcare, education, etc. The different terms are defined in the following, reusing and extending some definitions from TR26.918 [2].
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Figure 4.1-1 Different Types of Realities and some applications
Virtual reality (VR) is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits defined by the application. Virtual reality usually, but not necessarily, requires a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio. Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.
Augmented reality (AR) is when a user is provided with additional information or artificially generated items or content overlaid upon their current environment. Such additional information or content will usually be visual and/or audible and their observation of their current environment may be direct, with no intermediate sensing, processing and rendering, or indirect, where their perception of their environment is relayed via sensors and may be enhanced or processed.

Mixed reality (MR) is an advanced form of AR where some virtual elements are inserted into the physical scene with the intent to provide the illusion that these elements are part of the real scene. 
Extended reality (XR) refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as AR, MR and VR and the areas interpolated among them. The levels of virtuality range from partially sensory inputs to fully immersive VR. A key aspect of XR is the extension of human experiences especially relating to the senses of existence (represented by VR) and the acquisition of cognition (represented by AR).
Other terms used in the context of XR are Immersion as the sense of being surrounded by the virtual environment as well as Presence providing the feeling of being physically and spatially located in the virtual environment. The sense of presence provides significant minimum performance requirements for different technologies such as tracking, latency, persistency, resolution and optics (see for example https://xinreality.com/wiki/Presence for more details).
4.1.2
Degrees of Freedom and Tracking
User want to interact and act in extended realities as shown in Figure 4.1-2. Actions and interactions involve movements, gestures, body reactions. Thereby, Degrees of Freedom (DoF) describes the number of independent parameters used to define movement of a viewport in the 3D space.
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Figure 4.1-2 Different degrees of freedom for a user in extended realities
Typically, the following different types of Degrees-of-Freedom are described (and also shown in Figure 4.1-3).
· 3DoF: Three rotational and un-limited movements around the X, Y and Z axes (respectively pitch, yaw and roll). A typical use case is a user sitting in a chair looking at 3D 360 VR content on an HMD (see Figure 4.1-3 (a)).
· 3DoF+: 3DoF with additional limited translational movements (typically, head movements) along X, Y and Z axes. A typical use case is a user sitting in a chair looking at 3D 360 VR content on an HMD with the capability to slightly move his head up/down, left/right and forward/backward (see Figure 4.1-3 (b)). 

· 6DoF: 3DoF with full translational movements along X, Y and Z axes. Beyond the 3DoF experience, it adds (i) moving up and down (elevating/heaving); (ii) moving left and right (strafing/swaying); and (iii) moving forward and backward (walking/surging). A typical use case is a user freely walking through 3D 360 VR content (physically or via dedicated user input means) displayed on an HMD (see Figure 4.1-3 (d)).

· Constrained 6DoF: 6DoF with constrained translational movements along X, Y and Z axes (typically, a couple of steps walking distance). A typical use case is a user freely walking through VR content (physically or via dedicated user input means) displayed on an HMD but within a constrained walking area (see Figure 4.1-3 (c)).
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	(a) 3DoF
	(b) 3DoF+
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	(c) Constrained 6DoF
	(d) 6DoF


Figure 4.1-3 Different degrees of freedom
Another term for Omnidirectional 6DoF is Room Scale VR being a design paradigm for XR experiences which allows users to freely walk around a play area, with their real-life motion reflected in the XR environment. 
This motion can be sensed by Positional Tracking, i.e. the process of tracing the scene coordinates of moving objects in real-time, such as HMDs or motion controller peripherals. Positional Tracking allows to derive the Pose, i.e. the combination of position and orientation of an object. Different type of tracking exist:
· Outside-In Tracking: a form of positional tracking and, generally, it is a method of optical tracking. Tracking sensors placed in a stationary location and oriented towards the tracked object that moves freely around a designated area defined by sensor coverage. 
· Inside-out Tracking: a method of positional tracking commonly used in virtual reality (VR) technologies, specifically for tracking the position of head-mounted displays (HMDs) and motion controller accessories whereby the location of the cameras or other sensors that are used to determine the object’s position in space are located on the device being tracked (e.g. HMD).
· World Tracking: a method to create AR experiences that allow a user to explore virtual content in the world around them with a device's back-facing camera using a device's orientation and position, and detecting real-world surfaces, as well as known images or objects.
Some other relevant definitions in the context of VR, AR and XR
· Foveated rendering: a method for which an image is rendered with different resolutions. Some parts of the image have higher resolution, while others would have lower. Foveated rendering increases the resolution or sharpens the part of the image your eyes are focused on and reduces the resolution or blurs the other parts of the image. This process mimics how humans view the world in real life.
· Parallax is the relative movement of objects as a result of a change in point of view. When objects move relative to each other, users to estimate their size and distance.
· Occlusion is the phenomena when one object in a 3D space is blocking another object from view. 
· Field of view or FOV is the extent of observable world at any given moment. Field of view is usually measured in degrees.
· Time Warp: also known as Reprojection is a technique in VR that warps the rendered image before sending it to the display to correct for the head movement occurred after the rendering. Timewarp can support to reduce motion-to-photon latency and increase or maintain frame rate. Additionally, it can reduce judder caused missed frames (when frames take too long to render). The time warp process takes the already rendered image, modify it with freshly collected positional information from the HMD's/XR device sensors, and then displays it to the screen. If depth maps are already present in the pre-rendered image, Timewarp requires very little computation. Timewarp allows engines to increase or maintain frame rate when they are otherwise unable to do. It does this by artificially filling in dropped frames. However, timewarp only works in very short distances and time intervals. Long distances or time intervals will make the image appear unrealistic or out of place. Asynchronous TimeWarp (ATW) is when timewarp occurs on another thread in parallel (asynchronously) with rendering. Before every vsync, the ATW thread generates a new time-warped frame from the latest frame completed by the rendering thread. Time warping may be combined with lens distortion for best user experience.
4.2 Baseline Technologies

[<Introduces Baseline Technologies enabling Extended Reality – more details are collected in permanent document initially>
4.2.1
Introduction

4.2.2
Content Representation of Immersive Content

4.2.3
Capturing Systems and Production

4.2.4
Software Platforms and Ecosystems

4.2.5
XR Compute Platforms

4.2.6
Compression Technologies
]
4.2.7 Delivery Technologies
For the purpose of classifying use cases, this clause defines delivery categories for XR experiences. The following categories are defined:

· Download: An XR experience is downloaded and consumed offline without requiring a connection. All media and experience related traffic is downlink

· (Passive) Streaming: The experience is consumed in real-time from a network server. The user does not interact with the XR experience, or if interacting with the XR experience, the interaction is not triggering any uplink traffic. All media related traffic is downlink. 

· Interactive (Streaming): The experience is consumed in real-time from a network server. The user (or the device automatically) interacts with the XR experience and the interaction changes the delivered content. The traffic is predominantly downlink, but small traffic is uplink, e.g. pose information. Different flavours of interaction exist, for example viewport adaptation, gaming events, etc. Interaction delay limit requirements may be different, ranging immersive latency requirements to more static selection interaction.

· Conversational: The experience is generated, shared and consumed in real-time from two or more participants with conversational latency requirements.

· Split Compute/Rendering: Network functions support processing of immersive scenes and the delivery is split into more than one connection, e.g. Split rendering, Edge Computing, etc. The latency and interaction requirements again depend on the use case and the architecture implementation
A more detailed analysis of architectures in the context of 5G is provided in clause 6.

4.3
Devices and Form Factors

[

Extended reality addresses also different form factors as shown in Figure 4.3-1. 

A smartphone may be used, both for AR as well as for VR (together with a card-board). In both cases, typically a VR or AR library is available to support certain use cases. In this case the, the 5G modem and all media/XR processing is integrated in a single device. Power consumption of such devices is important, but not ultimately critical <add some numbers>.

Commonly available today are VR HMDs in standalone mode. In this case, the 5G modem as well as all media/XR processing may be integrated in a single device. Power consumption of such devices is important, and likely more critical than for smartphones <add some numbers>.

For AR Glasses, typically two types of AR glasses can be differentiated:

1) Enterprise: Such glasses are more feature rich and may include a certain amount of processing as well as batteries. The 5G modem may be integrated in the glasses or it may be tethered, typically through an USB-C connection. Tethering may happen to a puck or a smartphone.

2) Consumer: For such glasses, design is much more important and there are significant weight restrictions. The processing power is expected to be low in order to avoid battery consumption and thermal development. It is not expected that the glass carries the modem, but the glass is tethered with a puck or smartphone. Power consumption is severely restricted for such form factors. 

<add some numbers>
In both cases, the sensors are included in the AR glasses. 


[image: image9]
In the context of this Technical Report, the XR Device Types according to Table 4.3-1 are differentiated.
Table 4.3-1 XR Device Types
	XR Device Type
	Tethering
	5G Modem
	Sensors
	XR Engine
	Power Availability

	Phone
	n/a
	On device
	On device
	On device
	++

	VR Cable Tethering (Puck, SmartPhone)
	USB-C
	External
	On device
	External
	+++

	VR Wireless Tethering
	802.11ad
	External
	On device
	Split
	-

	VR Standalone
	n/a
	On device
	On device
	On device/Split
	-

	AR Cable Tethering (Puck, phone)
	USB-C
	External
	On device
	External
	+

	AR Wireless Tethering
	802.11ad
	External
	On device
	Split
	--

	AR Standalone
	n/a
	On device
	On device
	On device/Split
	---


]
4.4
Related Information in 3GPP

<summarizes the work in 3GPP related to Extended Reality  – more details are collected in permanent document initially>
4.5
Related Standards Work outside 3GPP

<summarizes the work in 3GPP related to Extended Reality – more details are collected in permanent document initially>
5
Architectures for Extended Reality
5.1
Introduction

5.2
VR Streaming Extensions

5.3
VR Split Rendering

5.4
XR Distributed Computing

5.5
XR Conversational

6 Core Use Cases and Scenarios for Extended Reality
6.1 Introduction

This clause documents core consolidated use cases and scenarios for extended reality based on the underlying offered functionalities, the nature of the communication, interactivity and real-time requirements. These have been derived from the use cases collected in Annex A.
 Table 6.1-1 lists the core use cases and the list of the use cases in Annex A covered by each of them. 

Editor's Note: Some use cases have been added during SA4#104 and still need to be mapped to Table 6.1-1.
The following categories and their accompanying illustrations are drawn for clarity. In actual implementations, elements from more than one system may be used together. However, it is attempted to ensure that the functionalities included of any particular use case in Annex A are fully covered within a single core use case diagram.   

The term UE is used to define a 5G-enabled user device that meets the capability requirements of a particular use case. UE may for example be mobile handset, AR glasses or an HMD with or without controllers as document in clause 4.3. 
Note that depending on the actual UE, the usage scenario may differ slightly. Some examples of such differences are given in the accompanying text within each category. Furthermore, in certain cases the capabilities of the devices may be present on each UE and not restricted to only one side.
Table 6.1-1 Core use case mapping to Annex A
	Core Use Cases and Scenarios
	Clause
	Use Case from Annex A

	Offline Sharing of 3D Objects
	6.2
	Use Case 1: 3D Image Messaging
Use Case 2: AR Sharing
Use Case 10: Online shopping from a catalogue – downloading

	Real-time XR Sharing
	6.3
	Use Case 7: Real-time 3D Communication
Use Case 8: AR guided assistant at remote location (industrial services)
Use Case 11: Real-time communication with the shop assistant
Use Case 17: AR animated avatar calls

	XR Multimedia Streaming
	6.4
	Use Case 3: Streaming of Immersive 6DoF
Use Case 4: Emotional Streaming
Use Case 20: AR Streaming with Localization Registry

	Online XR Gaming
	6.5
	Use Case 5: Untethered Immersive Online Gaming
Use Case 6: Immersive Game Spectator Mode

	XR Mission Critical
	6.6
	Use Case 9: Police Mission Critical with AR

	XR Conference
	6.7
	Use Case 12: 360-degree conference meeting
Use Case 13: 3D shared experience
Use Case 14: 6DOF VR conferencing
Use Case 15: XR Meeting
Use Case 16: Convention / Poster Session

	Spatial Audio Multiparty Call
	6.8
	Use Case 18: AR avatar multi-party calls
Use Case 19: Front-facing camera video multi-party calls


6.2 Offline Sharing of 3D Objects
6.2.1 Description

Offline sharing is used for sharing 3D models/objects and 3D MR scenes amongst UEs. In Figure 6.2-1, UE A shares a 3D static/dynamic object with UE B. The 3D object can be a stored object downloaded by UEA from the cloud, or captured by the device using for example a depth camera. It may include additional information such as colour, texture, size, etc. of the 3D object, which we refer to as effects in the figure. Upon receiving, UE B can render this object (and/or 3D objects it has downloaded from the cloud) in the surrounding reality using a MR rendering engine; it can choose the desired effects for the 3D object. It can then capture the rendered MR scene and send it back to UE A. MMS is used for sharing the 3D object and the captured MR scene between the UEs. Note that the diagram is drawn for clarity and in reality, the capabilities of the devices may be present on each UE and not limited only to one side.

The rendering functionality depends on the type of device. For instance, flat images on a mobile phone vs. 3D rendering on AR glasses.
[image: image1.jpg]s




Figure 6.1-1 Offline Sharing 3D Objects and MR Scenes
6.2.2 Architecture Mappings and Procedures
6.2.3 Media Processing Functions and Media Formats

6.2.4 Quality-of-Experience and Quality-of-Service Considerations

6.2.5 Gap Analysis, Recommended Objectives and Candidate Solutions
6.2.6 Potential Normative Work
[For this use case, the potential normative work may cover:
· Standardized format for 3D objects
•
Standardized format for mixed reality 3D scenes

•
Delivery protocol for 3D objects and scenes (MMS extension and/or other)
•
Decoding, rendering, composition API for 3D objects in an AR scene.

]
6.3 Real-time XR Sharing 

6.3.1 Description

UE B is a device capable of XR rendering, such as AR glasses, or a mobile phone that is sending a real-time video stream of the XR experience to UE A, as illustrated in Figure 6.3-1. The XR experience is being captured and rendered by the UE B. The experience includes capture of 3D objects in a 2D scene. The rendering experience includes (real-time) 3D (static/dynamic) object placement in a 2D scene, overlay video, avatars, etc., that may be downloaded from the cloud, or sent by UE A to UE B. A bidirectional or unidirectional A/V channel may be open between the devices depending on the use case. The received objects by UE B can be influenced by UE B directly as well, based on direct or indirect input from the user. UE A also sends a real-time stream of motion signals and effects that influence the rendering of the 3D object model on UE B. Examples include: 1) head/body motion or facial expressions resulting in corresponding changes in a dynamic 3D object, e.g. an avatar, and 2) positioning and size of the 3D object within the XR scene, and subsequent changes in these parameters such as moving the object closer to a wall or making it larger. Motion data may be collected using direct input from the user interface of the device or implicitly using data from camera, gyroscopes, accelerometer, etc., including gestures. Other predefined effects for the 3D objects that can be placed on or around it can also be shared from UE A to UE B or downloaded from the cloud. Network based XR media processing may be used where required.


In a subset of this scenario where XR is not used, a 3D object may be rendered within the received video stream, e.g., a 3D representation of the head of a video call participant. 










Figure 6.3-1 Real-time sharing of XR content
6.3.2 Architecture Mappings and Procedures

6.3.3 Media Processing Functions and Media Formats

6.3.4 Quality-of-Experience and Quality-of-Service Considerations

6.3.5 Gap Analysis, Recommended Objectives and Candidate Solutions

[For this use case, the potential normative work may cover:

· Support of static/dynamic 3D objects in MTSI (formats and transport)

· Overlaid video rendering in the network or locally

· Synchronization of different capturing devices

· Coded representation of 3D depth signals and transport in MTSI 

· Coded representation of XR scenes and transport in MTSI

· MTSI/FLUS uplink of XR video

· Downlink XR video with local/cloud computation and rendering

· Visual coding and transmission of avatars or cut-out heads, alpha channel coding

· Transports and potentially coding of motion data to show attentiveness.
]
6.4 XR Multimedia Streaming
6.4.1 Description

This category covers live and on-demand streaming of XR multimedia streams, which include 2D/3D streams that are rendered in XR with binaural audio as well as 3DOF and 3DOF+ immersive A/V streams. It is illustrated in Figure 6.4-1, where UE is a device capable of receiving and rendering the type of stream in use. It is also capable of controlling the playback of these streams using input from handheld controllers, hand gestures, biometric readings, body and head movements etc., which is communicated to the content server. Control signals include pause, rewind, viewpoint selection or, in case of emotional streaming, adaptive content selection. 

In another system instance, the content server can provide Inter-destination Multimedia Synchronization (n) for a group experience. A Spatial Computing Server is used by XR capable devices to register, compute, update and recall the spatial configuration of their surroundings. The service is meant for indoor spaces like a shared room or building. Appropriate surfaces may be selected for display of XR streams and saved in the Spatial Computing Server. The configuration can be shared amongst authorized users to enhance group experience when multiple users are physically sharing the same space.

Figure 6.4-1 XR Multimedia Streaming

6.4.2 Architecture Mappings and Procedures

6.4.3 Media Processing Functions and Media Formats

6.4.4 Quality-of-Experience and Quality-of-Service Considerations

6.4.5 Gap Analysis, Recommended Objectives and Candidate Solutions

6.4.6 Potential Normative Work

[For this use case, the potential normative work may cover:

· Coded representation of Audio/Video Formats as well as geometry data for XR (volumetric, 3DoF+)
· Scene composition and description
· Storage and Cloud Access Formats
· Transport protocols to support any media beyond 2D streaming
· Decoding, rendering and sensor APIs
· Biometrics and Emotion Metadata definition and transport
· Seamless splicing and smooth transitions across storylines
· Format for storing and sharing indoor spatial information.

· Inter-destination multimedia synchronization for group/social experience. 
]

6.5 Online XR Gaming

6.5.1 Description
The system as illustrated in Figure 6.5-1 consists of a game server capable of serving several online gamers. Each player UE receives a stream of the live game from the game server and sends control signals back to the server that influence the game play. Control signals include handheld controller inputs, biometric readings and 3DOF+ motion as required by the gameplay. 

Other users may join the live game in spectator mode and can receive the stream from the perspective of an active player or a spectator view independent of other players; viewpoint changes may be possible. The spectator may enjoy an immersive experience or 2D view depending on the device. Optionally, the spectators may interact with the players through cheering or game reward systems. In a different instance, cloud rendering could be present.


Figure 6.5-1 Online XR Gaming
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6.5.4 Quality-of-Experience and Quality-of-Service Considerations

6.5.5 Gap Analysis, Recommended Objectives and Candidate Solutions

6.5.6 Potential Normative Work

[For this use case, the potential normative work may cover:

· Streaming protocols for online gaming

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network (see gap analysis in TR 22.842, clause 5.3.6)

· Coded Representation of Audio/Video Formats for gaming.

]

6.6 XR Mission Critical 

6.6.1 Description

The system shown in Figure 6.6-1 is for critical missions using XR support. In this use case a team in an indoor space is equipped with mission gear that is connected to a centralized control center. The UE in the figure represents a single team member and there may be more than one device included in the misson gear, such as AR glasses, a 360 degree helmet-mounted camera, a microphone, binaural audio headphones and other sensors. 
The control center/conference server performs the role of mission support by providing XR graphics such as maps, text, location pointers of other team members or other objects/people in the surrounding, etc. The mixed audio of the team members as well as audio from control center is also delivered to the UE to aid team communication and coordination. One or more drone-mounted cameras may also be used, which can be controlled by the control center or one of the members of the mission team. The control center is equipped with A/V processing capabilities to extract important information from the multitude of 360 degree video feeds, for instance, for identifying moving objects. All devices at the site(UEs and drones) use MCPTT to communicate. 


Figure 6.6-1 XR Critical Mission
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6.6.5 Gap Analysis, Recommended Objectives and Candidate Solutions

6.6.6 Potential Normative Work

[For this use case, the potential normative work may cover:

· MTSI/FLUS uplink 3D audio 

· MTSI/FLUS/MCVideo uplink XR streams

· Downlink XR video with overlaid graphics with local/cloud computation and rendering

· Downlink XR audio with mixed-in 3D audio objects with local/cloud computation and rendering.

· MTSI/MCPTT SWB/FB voice communication
]
6.7 XR Conference

6.7.1 Description

This system caters for an XR conference with multiple physically co-located and remote participants using XR to create telepresence. The shared conference space can be, 1) a physical space that is shared by local participants and sent as an immersive stream to the remote participants, 2) a virtual space that has the same layout as the physical space so that the physically present (local) and remote participants have a similar experience while moving in the space, and 3) a virtual space that is retrieved from an application server (AS). In the first two cases, the remote participants will use a HMD and the local participants will use an XR device, such as AR glasses. In the third case, all participants use a HMD.

Figure 6.7-1 illustrates the system. Virtual spaces and avatars are retrieved from the Application Server by the conference server. A spatial computing server is used for storing the layout of the physical space, when used. Remote participants would be seen as avatars within the XR experience located at their relative position in the shared space. Alternatively, they may be represented as themselves using a live video feed and video extraction to isolate the person from the background and using a photo-realistic representation of their face in place of the HMD. The required video processing is located in the conference server in Figure 6.  

Remote participants are free to move around when 6DOF motion is used. The conference server processes the audio streams from the participants to create an XR experience. Participants will hear binaural audio of all participants according to their position and a 360-degree surround sound, if needed. If a physical space is used, the conference server would also receive and process input from one or multiple 360-degree A/V capture devices and RGB+depth camera. Note that when 6DOF is supported, all remote participants can move freely within the confines of the designated space, moving from one room to another when there are multiple rooms defined in the space. Using motion signals, relative positioning and location information, it would be possible for participants (local + remote) to form smaller groups for discussion within the XR space as would happen in a real space. The conversation/real-time XR stream shown in the figure is a mix of VR (remote user) or AR (local user) media, room layout (virtual/physical) and mixed binaural audio. The presentation pointer data may be sent from one of the UEs while presenting a shared presentation/poster for highlighting specific parts. 

A top-view of the conference space showing its layout and the current positions of the participants can be viewed by participants and is indicated as part of the XR stream label in the figure (but as separate physical stream). The conference server should also provide IDMS.

Figure 6.7-1 XR Conference
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6.7.3 Media Processing Functions and Media Formats

6.7.4 Quality-of-Experience and Quality-of-Service Considerations

6.7.5 Gap Analysis, Recommended Objectives and Candidate Solutions

6.7.6 Potential Normative Work

[For this use case, the potential normative work may cover:

· Position and scaling of people

· Background audio / picture / video
· Shared content (i.e., video background), i.e. multi-device media synchronization

· Network Based Media Processing (e.g., cloud rendering, foreground/background segmentation of the user capture, replace HMD of the user with a photo-realistic representation of their face, etc.)

· Support for RGB+Depth video data.

· 6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio. 

· IVAS codec (including directionality of users) and related metadata.

]

6.8 Spatial Audio Multiparty Call 

6.8.1 Description
The system shown in Figure 6.8-1 illustrates an AR multiparty call. Each party can see the other parties using 2D video streams captured by the front facing camera of a mobile phone. Alternatively, they can be displayed as avatars, for instance, when a pair of AR glasses are used as UE. Each party hears spatial audio with the audio of the other parties originating from where their avatar/video is placed on the display. Motion such as head turns are tracked to create a realistic impression that the audio is originating from that virtual direction. 

In a special case, the avatars and the audio of the other parties on party A’s display is based on their actual geolocation and the relative direction they are with respect to party A. The same would be true for all parties. UEs also have the ability to switch to PTT to suppress surrounding sound if they wish. They may use the “hear what I hear” function to send a 3D audio of their surroundings to the other parties. 


Figure 5.8-1 Spatial Audio Multiparty Call
6.8.2 Architecture Mappings and Procedures

6.8.3 Media Processing Functions and Media Formats

6.8.4 Quality-of-Experience and Quality-of-Service Considerations

6.8.5 Gap Analysis, Recommended Objectives and Candidate Solutions

6.8.6 Potential Normative Work

[For this use case, the potential normative work may cover:

· Visual coding and transmission of avatars 

· Coding of cut-out heads, alpha channel coding

· Audio coding and transmission of mono objects and 3D audio for streams from all participants.

]

7 Conclusions
Annex A:
Collection of XR Use Cases
A.1
Introduction and Template
In order to collect relevant service scenario and core use cases in the context of XR, this Annex documents collected individual use cases and the established processes to collect those use cases. 
The following procedure was applied for adding to the Technical Report:

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

For use cases that are moved to the Technical Report, in the course of the study item, is expected that the following aspects are addressed:

1) The use case is mapped to one or multiple architectures. 

2) For each use case the functions and interfaces are defined, and the requirements are developed to address the use case.

3) Specific requirements include

a. Architectural requirements

b. Network and QoS requirements

c. Media Processing requirements

d. More detailed QoE requirements
The template provided in Table A.1-1 is recommended to be used for this collection. 

Table A.1-1 Proposed Use Case Collection Template

	Use Case Name

	

	Description

	

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 2D, 3DoF, 3DoF+, OD 6DoF, 6DoF

Delivery: Download, Streaming, Interactive, Conversational, Split
Device: Phone, HMD, Glasses, Automotive Heads-up, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

	Feasibility

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
· What are the technology challenges to make this use case happen?
· Do you have any implementation information?
· Demos
· Proof of concept
· Existing services
· References
· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


Table 6.2 provides an overview of the use cases and their characterization.
Table 6.2 Overview of Use cases

	No
	Use Case
	Type
	Experience
	Delivery
	Device

	1
	3D Image Messaging
	AR
	3DoF+, 6DoF
	Upload and Download
	Phone

	2
	AR Sharing
	AR, MR
	6DoF
	Local, Messaging Download and Upload
	Phone

	3
	Streaming of Immersive 6DoF
	VR
	3DoF+, 6DoF
	Streaming
Interactive
Split
	HMD with a controller

	4
	Emotional Streaming
	2D, AR and VR
	2D, 3DoF+, 6DoF
	Streaming
Interactive, Split
	Phone and HMD

	5
	Untethered Immersive Online Gaming
	VR
	6DoF
	Streaming, Interactive, Split
	HMD with a Gaming controller

	6
	Video Game Live Streaming
	VR
	6DoF
	Streaming, Split
	2D screen or HMD with a controller

	7
	Real-time 3D Communication
	3D, AR
	3DoF+
	Conversational
	Phone

	8
	AR guided assistant at remote location (industrial services)
	2D video with dynamic AR rendering of graphics
	6DoF (2D + AR)
	Local, Streaming, Interactive, Conversational
	5G AR Glasses, 5G touchscreen computer or tablet

	9
	Police Critical Mission with AR
	AR, VR
	3DoF to 6DoF
	Local, Streaming, Interactive, Conversational, Group Communication
	5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	10
	Online shopping from a catalogue – downloading
	AR
	6DoF
	Download

	AR Glasses, Rendering system, Tablet (or smartphone), Capture device

	11
	Real-time communication with the shop assistant
	AR
	6DoF
	Interactive, Conversational

	AR Glasses, Rendering system, Tablet (or smartphone), Capture device

	12
	360-degree conference meeting
	AR, MR, VR
	3DoF
	Conversational
	Mobile / Laptop

	13
	3D shared experience
	AR, MR, VR
	3DoF+

6DoF
	Conversational 
	Mobile / Laptop

	14
	6DOF VR conferencing
	VR
	6DoF
	Interactive, Conversational
	VR gear with binaural playback and HMD video playback, Call server

	15
	XR Meeting
	AR, VR, XR
	6DoF
	Interactive
Conversational
	Phone, HMD, Glasses, headphones

	16
	Convention / Poster Session
	AR, VR, MR
	6DoF
	Interactive
Conversational
	Phone, HMD, AR Glasses, VR controller/pointing device, headphones

	17
	AR animated avatar calls
	AR
	2D, 3DoF
	Conversational
	Phone, HMD, Glasses, headphones

	18
	Online shopping from a catalogue – downloading
	AR
	6DoF
	Download

	AR Glasses, Rendering system, Tablet (or smartphone), Capture device

	19
	Front-facing camera video multi-party calls
	AR
	3DoF
	Conversational
	Smartphone with front-facing camera, headset

	20
	AR Streaming with Localization Registry
	AR, Social AR
	6DoF
	Streaming, Interactive, Conversational
	AR glasses with binaural audio playback support

	21
	Immersive 6DoF Streaming with Social Interaction
	VR and Social VR
	3DoF+, 6DoF
	Streaming
Interactive
Conversational
Split
	HMD with a controller

	22
	5G Online Gaming Party
	VR
	6DoF
	Streaming, Interactive, Split, D2D
	HMD with a Gaming controller


A.2
Use Case 1: 3D Image Messaging

	Use Case Description: 3D Image Messaging

	Alice uses her phone that is equipped with a depth camera to capture an image of a statue in 3D. The phone captures a set of images and builds a 3D model of the object. After a few seconds the 3D image is ready to share and Alice sends the image to Bob as an MMS message.

	Categorization

	Type: AR

Degrees of Freedom: 3DoF+ or 6DoF

Delivery: Upload and Download
Device: Phone

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as depth camera or a stereo camera on the back of the phone, possibly supported by an app for processing multiple images.

· Phone is equipped with a 3D image viewer

	Requirements and QoS/QoE Considerations

	· QoS: Reliable delivery of a File of a few MByte distributed over MMS

· QoE: Quality of the 3D object representation, level of details

	Feasibility

	New smartphone releases, such as the Samsung A7, are equipped with a Time of Flight (ToF) depth camera (see for example https://en.wikipedia.org/wiki/Time-of-flight_camera) that can be used to build accurate 3D models of objects of interest. Compared to structured light cameras, ToF do not require a large baseline to achieve good depth accuracy.

Applications such as the Facebook 3D Photo are using the stereo camera on the back of some iPhone models to generate a 3D model using a set of pictures taken consecutively. To compensate for the small baseline, complex processing (e.g. deep model to reconstruct the depth map) may be required.

The 3D image can be stored as a point cloud, a mesh, or a layered image. The content maybe compressed to reduce the message size. The content is identified through its mime type and can be embedded with other content such as text.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized formats for 3D images, e.g. meshes, point clouds, and/or depth-layered images 

· Extensions to MMS to support 3D images


A.3
Use Case 2: AR Sharing

	Use Case Description

	Alice is shopping for a new couch at the furniture store close to her. Alice finds a couch that she likes and wants to check Bob’s opinion who sits back home. Alice scans a QR code with her phone to download a 3D model of the couch and sends it to Bob via MMS. Bob places the virtual model of the couch on a plane surface in the living room. Bob likes how the couch fits in their living room and captures a 3D picture of the room with the couch and shares it with Alice.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Local, Messaging Download and Upload
Device: Phone

	Requirements and QoS/QoE Considerations

	· QoS: Reliable Delivery (Upload and Download) of a File of a few or several MByte 

· QoE: Quality of the 3D object representation, level of details

	Preconditions

	· Bob’s smartphone has support for AR technology

	Feasibility

	We will increasingly see modeling of sale items in 3D. This will facilitate purchase decisions for millions of customers. Texture of the 3D models may vary to reflect available choices for the item. 

A user can use ARCore [4] or ARKit [5] to detect flat surfaces and place the 3D model on it. The AR scene can be captured with the real scene in the background and the 3D object in the foreground. 

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects is needed

· Standardized format for mixed reality 3D scenes is needed

· Extensions to MMS to support sharing of 3D objects and scenes

	Use Case Description

	Alice is shopping for a new couch at the furniture store close to her. Alice finds a couch that she likes and wants to check Bob’s opinion who sits back home. Alice scans a QR code with her phone to download a 3D model of the couch and sends it to Bob via MMS. Bob places the virtual model of the couch on a plane surface in the living room. Bob likes how the couch fits in their living room and captures a 3D picture of the room with the couch and shares it with Alice.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Local, Messaging

Device: Phone

	Requirements and QoS/QoE Considerations

	· QoS: File of a few MB distributed over MMS

· QoE: Quality of the 3D object representation, level of details

	Preconditions

	· Bob’s smartphone has support for AR technology

	Feasibility

	We will increasingly see modeling of sale items in 3D. This will facilitate purchase decisions for millions of customers. Texture of the 3D models may vary to reflect available choices for the item. 

A user can use ARCore [4] or ARKit [5] to detect flat surfaces and place the 3D model on it. The AR scene can be captured with the real scene in the background and the 3D object in the foreground. 

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects is needed

· Standardized format for mixed reality 3D scenes is needed

· Extensions to MMS to support sharing of 3D objects and scenes


A.4
Use Case 3: Streaming of Immersive 6DoF
	Use Case Description: Streaming of Immersive 6DoF

	Alice consumes a recorded highlight of a basketball match being seated close to the court by using an application on the 5G enabled HMD. For this, Alice wears an HMD together with a 6DoF manual controller. The HMD is connected to a 5G network but has no other tethered connection. The 6DoF controller allows to change the viewing position (i.e. the seat) and looking at the action from different angles. In addition, restricted local 6DoF movement of Alice at a location enables to locally interact with the scene based on HMD sensors. Even more the controller allows to rewind, slow mo and pause the scene. In the pause or slow-motion mode, the scene can be viewed from different angles using the controller and head motion. The scene is overlaid with information that helps Alice to navigate through the scene. Alice feels present in the scene. 
In an extension to the use case, the game is consumed in a live mode.

	Categorization

	Type: VR

Degrees of Freedom: 3DoF+, 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Media is captured properly and accessible on a server, preferably on a CDN.

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits. 

· Some numbers are provided here: https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/
· in the best case scenario with 8 Mbps bandwidth, the company can now stream 20 pixels per degree. Keep in mind, that’s also in stereo and at 60 FPS

· plans to roll out this higher-res playback
· If full 6DoF with presence needs to be enabled, up to 100 Mbit/s may be necessary. 

· However, with viewport adaptive streaming and/or split rendering architectures, the requirements on bitrates may be lower, but the latency requirements may increase. A more detailed study is necessary.
· Required QoE: 

· Fast startup of the service, 

· fast reaction to manual controller information, 

· reaction to head and limited body movement within immersive limits, 
· seamless experiences when moving across positions
· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence
· highest image quality, stereoscopy 
· should also work in slow motion

	Feasibility

	Content generated in 6DoF

· 6DoF content is generated by companies such as NextVR ™:

· https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/
· https://www.digitaltrends.com/home-theater/nextvr-nba-league-pass-writing-future-of-vr/
· https://www.vrfocus.com/2019/02/nextvr-and-qualcomm-to-demo-5g-6dof-vr-streaming-at-mwc19/
· "Fearless is designed to play on a 5G enabled handset powered by the Qualcomm Snapdragon 855 Mobile Platform and features six-degrees-of-freedom (6DoF) streaming."

· https://www.benzinga.com/pressreleases/19/02/r13233697/nextvr-to-demonstrate-6dof-vr-streaming-over-5g-and-new-ar-portal-at-m
· To create Fearless ™, NextVR™ used a state-of-the-art, proprietary camera that generates the 6DoF volume in ultra-high resolution.
· This includes 6DoF captured audio and video
Selected Devices/XR Platforms supporting this:

· Oculus Quest ™ is announced https://www.oculus.com/quest/
· Vive Cosmos ™
· https://uploadvr.com/vive-cosmos-everything-we-know/
· Qualcomm ™ reference design:

· https://www.vrandfun.com/the-qualcomm-snapdragon-855-will-be-able-to-deliver-up-to-8k-360-video-playback/
· https://www.roadtovr.com/qualcomm-reference-headset-2x-pixels-vive-pro-ces-2018/
· https://venturebeat.com/2019/02/25/qualcomms-5g-xr-viewers-will-stop-the-wave-of-mediocre-ar-headsets/
· https://www.i4u.com/2019/02/130947/qualcomm-pushes-5g-connected-ar-and-vr-viewers
Potential challenges to make this happen within 3 years

· Broadly available high-quality 6DoF and volumetric capturing systems. There are still not enough variety of volumetric content to get a feel for how it would handle more challenging scenes like those with closer and/or faster moving objects
· Broad availability of HMDs and end devices supporting the playback

· Availability of access bandwidth to stream such services

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats as well as geometry data
· Scene composition and description

· Storage and Cloud Access Formats
· Delivery Architectures to support 6DoF Streaming
· Content Delivery and Streaming Protocols

· Decoding, rendering and sensor APIs
· Network conditions that fulfill the QoS and QoE Requirements


A.5
Use Case 4: Emotional Streaming
	Use Case Description: Emotional Streaming

	Bob is watching a horror movie using a 5G connected HMD. He is fascinated, but his body reaction, eye rolling, and other attributes are collected and are used to create a personalized story line. Movie effects are adjusted for personal preferences while reactions are collected when watching the movie. Bob’s emotional reactions determine the story-line.
Alice is watching the same story on her newest 5G connected smart phone.

	Categorization

	Type: 2D interactive, VR and AR

Degrees of Freedom: 2D, 3DoF+, 6DoF
Delivery: Streaming, Interactive, Split
Device: Phone and HMD

	Preconditions

	· Application is installed that permits to consume the story
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· The application uses AI functionalities to extract personalized reactions based on sensor tracking

	Requirements and QoS/QoE Considerations

	· QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits or at least to react to the emotions
· QoE: 

· Sufficiently fast reaction to body emotion feedback, 

· for HMD, reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.
· Streaming with seamless transitions from one scene to either of the choices

	Feasibility

	https://www.cnet.com/news/with-5g-you-wont-just-be-watching-video-itll-be-watching-you-too/
Interactive and branching content

· Netflix's Bandersnatch ™ provides an example for content interactive streaming.

· Also games use similar decision making trees. Examples are provided here:

· http://skipabeatgame.com/
· https://www.digitaltrends.com/cool-tech/bring-to-light-heart-rate-vr/
· https://vrscout.com/news/vr-horror-game-tracks-heart-rate/
Device Features

· Facial expression tracking with AI is available on mobile devices

· Eye Tracking combined with AI is available on mobile devices

· IoT/Wearable devices provide the ability to measure biometric metrics such as heart beat and other stress detecting factors (skin changes, etc.) and may be connected with app

Biometric and Emotion Tracking Technologies are summarized:

· https://blog.therachat.io/emotion-tracking/
· https://www.aplanforliving.com/6-wearables-to-track-your-emotions/
· https://www.inc.com/magazine/201607/tom-foster/lightwave-monitor-customer-emotions.html

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats
· Seamless splicing and smooth transitions across storylines
· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering, sensor and emotion tracking APIs

· Biometrics and Emotion Metadata definition and delivery


A.6
Use Case 5: Untethered Immersive Online Gaming
	Use Case Description: Untethered Immersive Online Gaming

	100 friends play Fortnite Battle Royal ™. Of the the 100 friends, several are on travel and connect on a stand-alone HMD. The HMD has a with 5G connection.

Fortnite Battle Royale ™ is a free-to-play battle royale video game. As a battle royale game, Fortnite Battle Royale features up to 100 players, alone, in duos, or in squads of up to four players, attempting to be the last player or group alive by killing other players or evading them, while staying within a constantly shrinking safe zone to prevent taking lethal damage from being outside it. Players start with no intrinsic advantages, and must scavenge for weapons and armor to gain the upper hand on their opponents. The game features cross-platform play between the platforms that was limited for the first five seasons, before the restrictions were eased.
Other popular VR games are here:

· https://veer.tv/blog/30-best-vr-games-for-playstation-vr-oculus-rift-htc-vive-in-2018/
· https://uploadvr.com/best-psvr-games/
· https://www.digitaltrends.com/gaming/best-psvr-games/
· Population: One  ™
· https://www.ign.com/articles/2019/01/11/population-one-isnt-quite-fortnite-vr-but-its-pretty-convincing
· http://www.populationonevr.com/
· https://uploadvr.com/ces-population-one-preview/
· https://vrgames.io/game/

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a Gaming controller

	Preconditions

	· Gaming client is installed that permits to consume the game
· The application uses existing HW capabilities on the device, including game engines, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Connectivity to the network is provided .

	Requirements and QoS/QoE Considerations

	· Collected Statistics:

· https://www.zdnet.com/article/how-fortnite-approaches-analytics-cloud-to-analyze-petabytes-of-game-data/
· Fortnite ™ processes 92 million events a minute and sees its data grow 2 petabytes a month
· Akamai ™ said Fortnite set a game traffic record on its network July 12 with 37 terabytes 
· https://www.techadvisor.co.uk/feature/game/how-much-data-does-fortnite-use-3683618/per second delivered across its platform.
· We checked our data usage, and according to the tool, the 15-minute session used 12.4MB of mobile data. That may sound like a lot, but it’s the equivalent of streaming a one- or two-minute video on YouTube ™. It may vary slightly depending on a number of factors, but we estimate Fortnite uses between 10-15MB per 15 minutes of gameplay, or around 50-60MB per hour.
· Required QoS: 
· https://broadbandnow.com/guides/best-internet-service-setup-serious-gamers
· Any connection over 2 mbps with less than 75ms ping should work well for 99% of games.
· the main factors affecting your gameplay are:

· Efficiency of your network

· Distance to other players in multiplayer games

· QoS and network prioritization might not matter much for the average Internet user, but for gamers it can make a big difference in network lag.
· Ping is king.
· Different scenarios need to be looked at, for example where the rendering is happening. 
· Required QoE: 

· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient gaming rendering experience to enable presence.
· https://xinreality.com/wiki/Presence
· supporting frame rate not lower than 60 FPS and resolution not lower than 8K
The TR22.842 [6] provides some information as well, please refer to clause 5.3.1. Summary of some discussions:

· Latency requirements for online games may be very tight. Examples

· Current mainstream FPS (First Person Shooter) game requires 60 frames per second, which means frame interval is 16.67ms.  If rendering is done in the cloud and taking out the delay for rendering and encoding/decoding processing, the network round trip time (RTT) delay should be less than 5ms. 
· MOBA (Multiplayer Online Battle Arena) game requires 20ms RTT.
· Resolutions and frame rates need to be sufficiently high: higher than 60 FPS and 8K resolution
· Packet loss rates should be low as game experiences degrade quickly 

And some references from TR22.842

· O. Abari, D. Bharadia, A. Duffield, and D. Katabi, “Cutting the Cord in Virtual Reality,” in Proceedings of the 15th ACM Workshop on Hot Topics in Networks. ACM, 2016, pp. 162–168.

· E. Bastug, M. Bennis, M. Médard, and M. Debbah, “Toward Interconnected Virtual Reality: Opportunities, Challenges, and Enablers,” IEEE Communications Magazine, vol. 55, no. 6, pp. 110–117, 2017.

· Athul Prasad, Mikko A. Uusitalo, David Navrátil, and Mikko Säily, “Challenges for Enabling Virtual Reality Broadcast Using 5G Small Cell Network”,  IEEE Wireless Communications and Networking Conference Workshops, pp. 220-225, 2018.
· Mohammed S. Elbamby, Cristina Perfecto, Mehdi Bennis, and Klaus Doppler, “Toward Low-Latency and Ultra-Reliable Virtual Reality”, IEEE Network, March/April, 2018.
· Orlosky, Jason & Kiyokawa, Kiyoshi & Takemura, Haruo, “Virtual and Augmented Reality on the 5G Highway”, Journal of Information Processing, 25. 133-141. 10.2197/ipsjjip.25.133.

· J. Huang, Z. Chen, D. Ceylan and H. Jin, “6-DOF VR videos with a single 360-camera”, 2017 IEEE Virtual Reality (VR), Los Angeles, CA, 2017, pp. 37-44. doi: 10.1109/VR.2017.7892229.

· Impact of Packet Losses on the Quality of Video Streaming, https://www.diva-portal.org/smash/get/diva2:831420/FULLTEXT01.pdf
· New Study from GSMA and CAICT Forecasts That China Will Be the World's Largest 5G Market by 2025, https://www.webscalenetworking.com/news/2017/06/27/8571173.htm

	Feasibility

	Available Games
· Fortnite ™ is available as a game and can be downloaded

· Other VR games are also available or in beta:

· Population: One ™
· https://www.ign.com/articles/2019/01/11/population-one-isnt-quite-fortnite-vr-but-its-pretty-convincing
· http://www.populationonevr.com/
· https://uploadvr.com/ces-population-one-preview/
· https://vrgames.io/game/
Selected Devices/XR Platforms supporting this:

· Oculus Rift ™, Playstation VR ™, HTC Vive ™ 

· These are tethered and connected devices

· Specifications are here: https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/
· Oculus Go ™
· Oculus Quest ™ is announced https://www.oculus.com/quest/
An important aspect is that the processing power of untethered devices is typically lower as all processing needs to be done on the device. The feasibility is likely improved by supporting the device with additional network processing.

Demos and Architectures are provided that show cloud and split rendering:

· NVIDIA ™ Cloud Rendering: https://www.nvidia.com/object/gpu-cloud-rendering.html
· Google ™ Cloud Rendering: https://www.zyncrender.com/
· Split Rendering: https://www.qualcomm.com/news/onq/2018/09/18/boundless-xr-new-era-distributed-computing
Potential Challenges:

· Getting end-to-end workflow in place

· Operational costs

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Network conditions that fulfill the QoS and QoE Requirements 

· Content Delivery Protocols

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network

· TR 22.842 provides a gap analysis in clause 5.3.6 that is in line with these needs


A.7
Use Case 6: Immersive Game Spectator Mode
	Use Case Description: Immersive Game Spectator Mode

	The world championship in Fortnite ™ are happening and the 100 best players meet. Millions of people want to follow the game online and connect to the live game streaming. Many of them connect over a 5G connected HMD and follow the game. The users can change their in-game position by using controllers and body movement. Two types of positions are possible:

· Getting the exact view of one of the participants

· A spectactor view independent of the player view

Other users follow on a 2D screen.

In an extension of the game, the spectators "interact" with the players and the scene in a sense that the players hear cheering, get rewarded by presence of spectators, similar to a stadium experience.

The Twitch.TV ™ experience is also available for standalone 5G connected devices.

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Split
Device: 2D screen or HMD with a controller

	Preconditions

	· Application is installed that permits to follow the game
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· A serving architecture  is available that provides access to the game

· The game is rendered in the network

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Depends on the architecture, but similar considerations as for the Use Case 5 in A.6

· Required QoE: 

· Being timely close to the live gaming experience, in the extension, presence needs to provide a live participation experience.
· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence

	Feasibility

	Twitch shows that games are watched live with incredible statistics (https://sullygnome.com/):

· Fortnite ™ has 1,412,048,240 watching hours over 365 days, this means it is more than 160,000 years
Spectator Mode in VR Games

· https://techcrunch.com/2018/11/09/can-the-startup-building-a-fortnite-for-vr-become-the-fortnite-of-vr/ , see towards the end

Similar considerations as for use case 5 in clause A.6.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Network conditions that fulfill the QoS and QoE Requirement
· Architectures and interfaces that permit such experiences


A.8
Use Case 7: Real-time 3D Communication

	Use Case Description: Real-time 3D Communication

	Alice uses her mobile phone to start a video call with Bob. After the call starts, Alice sees a button on her screen that reads “3D”. Alice clicks on the button to turn on the 3D mode on the video call app. Bob is able to see Alice’s head in 3D and he uses his finger to rotate the view and look around Alice’s head. Bob may not be able to see the full head or may see a reconstructed model of it (e.g. based on a pre-captured model). Alice is able to apply a selected set of 3D AR effects to her 3D head (e.g. putting a hat or glasses).

	Categorization

	Type: 3D Real-time communication, AR

Degrees of Freedom: 3DoF+

Delivery: Conversational
Device: Phone

	Preconditions

	· Alice's phone is equipped with 3D capture capabilities, such as front depth camera

· Bob's phone can receive a proper 3D object in real-time and apply the facial expressions during the rendering

	Requirements and QoS/QoE Considerations

	· QoS: 

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Quality of facial expressions

	The following requirements are considered:

· High quality, very low delay 3D reconstruction of Head/Face, e.g. resolution of the 3D head representation measured in number of points or polygons

	Feasibility

	Advances in image and video processing together with the proliferation of front-facing depth sensors are going to enable real-time reconstruction of the call participants. To run in real-time, extensive hardware capabilities are required, such as multi-GPU or Tensor Processing Unit (TPU) processing. These operations may be performed in the network, e.g. by a media gateway or a dedicated processing engine. 

The representation of the call participant’s head can be done in Point Cloud format to avoid the expensive Mesh reconstruction operation. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Extension of the MTSI service to support dynamic 3D objects and their formats


A.9 
Use Case 8: AR guided assistant at remote location (industrial services)
	Use Case Name: AR guided assistant at remote location (industrial services)

	

	Description

	· Pedro is sent to fix a machine in a remote location. 

· Fixing the machine requires support from a remote expert. 

· Pedro puts his AR 5G glasses on and turns them on. He connects to the remote expert, who uses a tablet or a touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that is connected and coordinated with his glasses.

· The connection supports conversational audio and Pedro and the expert start a conversation.

· Pedro’s AR 5G glasses support accurate positioning and Pedro’s position is shared live with the expert such that he can direct Pedro in the location.

· The AR 5G glasses are equipped with a camera that also has depth capturing capability.

· Pedro activates the camera such that the expert can see what Pedro is viewing. 

· The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video content, by activation of appropriate automatic object detection from his application, and via drawing of instructions as text and/or graphics and via overlaying additional video instructions. In the case that the expert uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place the overlay text or graphics.

· The overlaid text and/or graphics are sent to Pedro’s glasses and they are rendered to Pedro such that he receives the visual guidance from the expert on where to find the machine and how to fix it.

· Note: the video uplink from Pedro’s glasses might be “jumpy” as Pedro moves his head. A second camera and corresponding video uplink to show an overview video of Pedro and the machinery or alternatively a detailed video of the machinery functioning, is a help to the expert when performing this type of service.

	Categorization

	Type: AR

Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

	Preconditions

	Pedro has AR Glasses with the following features

· 5G connectivity

· Support for conversational audio

· Positioning (possibly even indoor)

· Camera with depth capturing

· Rendering of overlay graphics

· Rendering of overlay video

The remote expert has a tablet or touch-screen device (with peripheries) with the following features

· Securily connected to Pedro

· Headphones

· Gesture acquisition

· Composition tools to support Pedro

· Access to a second stationary camera that is provides synchronized video to Pedro's uplink traffic


	Requirements and QoS/QoE Considerations

	QoS:

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· Accurate user location (indoor/outdoor) (to find machine or user location) 
QoE: 
· For Pedro:

· Fast and accurate rendering of overlay graphics and video

· Synchronized rendering of audio and video/graphics

· For remote expert: 

· High-quality depth video captured from Pedro's device

· Synchronized and good video signal from second camera

· Synchronized voice communication from Pedro

· Accurate positioning information


	Feasibility

	· Vuzix Blade ™ AR glasses with WiFi connectivity to a smartphone with 4G connectivity

· Specific applications. For example:

· https://www.vuzix.com/appstore/app/gemvision (Remote assistance for hands-on workforce)

· https://play.google.com/store/apps/details?id=com.utilityar.workflow (Remote Adviser from Utility AR)


	Potential Standardization Status and Needs

	· 5G connectivity: Rel-15 and Rel-16 3GPP standardization
· 5G positioning: ongoing 3GPP standardization – API required for sharing with low latency

· MTSI regular audio between Pedro and expert

· MTSI 2D video call from Pedro to expert, potentially a second video source as help for the expert.

· Pedro received video + graphics (manuals, catalogs, manual indications from the expert, object detection) + overlaid video rendering either in the network or locally
· Synchronization of different capturing devices

· Coded Representations of 3D depth signals and delivery in MTSI context


A.10
Use Case 9: Police Critical Mission with AR

	Use Case Name: Police Critical Mission with AR

	· A squad team of police officers (Hugo, Paco and Luis) are sent to a dangerous location to perform a task, for instance, a rescue mission
· Each team member is equipped with a helmet with:

· AR displays (or AR Glasses), 

· stereo headphones with embedded microphones for capturing the surrounding sound and a microphone for conversational purposes (see audio sub- use case below)

· VR360 camera, e.g. double fish eye or a more advance camera array in such way that are located in surface of the helmet (for safety reasons)

· 5G connectivity and very accurate 5G location

· Each team member can talk each other via PTT or duplex communication

· Each team capture and deliver VR video with extremely low latency to central police.

· A lower quality may be sent to lower the latency requirement

· A high quality is stream up for recording purposes

· Surround sound maybe capture as well.

· The squad team can be backed up by one or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics.

· Squad team members can augment their surroundings with drone data.

· Squad team members can extend their physical presence by taking over control of one or more drones.

· Police central operations can extend their physical presence by taking over control of one or more drones.

· At the police central facilities, they can see each VR360 camera and have communication to all members of the team

· Each squad team may have a counterpart (person) who is monitoring VR360 camera using HMD so can assist for dangerous situation outside of its field of view. This may be an automated process too that signal Graphics information of an incoming danger.

· The central facilities may share additional information to every team member such maps, routes, location of possible danger and additional information via text or simple graphics

· Each team member shared their accurate positioning to each team and can be displayed/indicated in the AR display (e.g. showing that someone is behind a wall)

· Each camera VR capture is analyzed in real time to identify moving objects and shared to others team members (as point above)

Audio
· Each team communicates via microphone, and automatic Speech to text can be generated so it is rendered in AR display in case of noisy conditions

· Stereo communication is needed to enhance the intelligibility 

· Since each team is wearing stereo headset

· Microphones are place near speakers to capture the surround noise and it is feedback (with no latency) to each earpiece.

· The receiving audio of each team member is 3D spatially placed (e.g. in front or in the direction where the other team members are located) so the user does not get distracted from the surround sound environment. (this audio is mixed with the microphone feedback)

	Categorization

	Type: AR, VR

Degrees of Freedom: 3DoF to 6DoF

Delivery: Local, Streaming, Interactive, Conversational, Group Communication
Device: 5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	Preconditions

	· AR 5G Glasses/Helmet

· VR camera and microphone capture 

· 5G connectivity and positioning

· Real time communication

· One or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) 

· Low latency

· High bandwidth



	Feasibility

	· There are a few devices available today that target some of the requirements described in this Use Case, e.g. “HUD 3.0”, a military HMD that projects critical data to the soldier’s field of view (https://www.popularmechanics.com/military/a19635016/us-troops-to-test-augmented-reality-by-2019/). With the new announcement of the HoloLens 2 from Microsoft with more advance technology for AR applications and better rendering quality makes it easy to create a proof of concept for this use case (ignoring form factors and security requirements for police helmet). The HoloLens 2 features are described here: https://pureinfotech.com/microsoft-hololens-2-tech-specs/. The device can use WIFI connectivity to connect to a 5G device. A VR camera can easily be mounted to the for proof of concept.

	Potential Standardization Status and Needs

	· 5G connectivity with dedicated slices for high resilience on critical communications

· 5G positioning
· MTSI/MCPTT SWB/FB voice communication

· MTSI/FLUS uplink 3D audio 

· MTSI/FLUS uplink VR

· Downlink AR video with overlaid graphics with local/cloud computation and rendering
· Downlink AR audio with mixed-in 3D audio objects with local/cloud computation and rendering


A.11
Use Case 10: Online shopping from a catalogue - downloading
	Use Case Description: Online shopping from a catalogue – downloading

	In order to purchase a new sofa for his living room, John connects to an online shop offering the ability to virtually insert items in his home place. This online shop provides for each selling product, 2D images, 3D objects models and detailed information on size, colour, materials... 

John chooses his favourite sofa from the item list via the shop application on his smartphone or tablet. 

Option1: John is only equipped with a smartphone.

The sofa is added his living room on his smartphone thanks to the onboard camera and depth sensor from the device. John can then try different locations in the living room, select the colour that better fits with his home place.

Option 2: John is also equipped with a pair of AR glasses

When connected to the online store via his smartphone, John also connects his AR glasses to his smartphone. The sofa is then rendered on his AR glasses and John continue to use his smartphone in order to control the location of the sofa within the living room.

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Download

Device: AR Glasses, Rendering system, Tablet (or smartphone), Capture device

	PreCondition

	Tablet (or smartphone) with the following features

- 4G/5G connectivity 

- 3D capture capabilities with depth capturing

- rendering of overlay 3D model in the captured scene/video

Capture device (video and depth camera). 

AR glasses with connectivity to the tablet/smartphone.

Application with 3D model representation of selling items.

	QoS and QoE considerations

	QoS:

· Accurate and low latency rendering

· Reliable and fast download of the 3D model to be rendered.

QoE: 

· Fast and accurate rendering of 3D object of items (such as proper lightening and reflectance in AR scenes)
· Accurate placement of the 3D object in AR scene.

· Less heterogeneity through AR glasses

	Feasibility

	AR services of furniture planning are already available. For example,  

· IKEA™: https://www.youtube.com/watch?v=vDNzTasuYEw
· Amazon™: https://www.amazon.com/adlp/arview
In such applications, the chosen item can be placed in the AR scene. Therefore, it would be possible that the item is represented through AR glasses if it has information of the 3D model. Rendering device is capable of rendering a 3D object in the captured scene or in the field of view of the user's AR glasses.    

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D object such as point clouds
· Delivery protocols for 3D object

· Decoding, rendering, composition API for 3D object in AR scene


A.12 
Use Case 11: Real-time communication with the shop assistant
	Use Case Description: Real-time communication with the shop assistant (from S4-190215)

	In addition to the above use case for online shopping from a catalogue, the remote assistant is available for products on sale. John can seek advice from the online shop assistant on which colour the sofa better matches with the living room.

John chooses his favourite sofa from the item list via the shop application on his smartphone or tablet and can add 3D representation of the sofa into his living room scene captured by the camera. John can try different locations in the living room, select the colour that better fits with his home place.

John captures the AR scene with 3D representation of the sofa in his living room and transmits the captured scene of the living room is transmitted in real time to the online assistant who can make suggestions to John.

Use case extension:

The shop assistant is able to place virtual furniture, e.g., a lamp into John’s captured scene in real time and transmit to suggest for John to also buy a lamp that nicely fits with the rest of the living room.

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Device: AR Glasses, Rendering system, Table (or smart phone), audio headset

	PreCondition

	AR glasses equipped or connected with capture device (depth camera), positioning system and rendering system.  Capture device supports to save the captured scenes in point cloud format.

Tablet (or smartphone) with 4G/5G connection

Headset (headphones with embedded microphones) is used for conversation.

Online shopping mall supports all of the items in point clouds.

	QoS and QoE considerations

	QoS:

· In case of sufficient bandwidth, the user and assistant should be able to transmit and receive the scene and the voice streams simultaneously (if necessary, simultaneous instant messaging service should be possible). For HD video quality, at least over 1 Mbit/s is needed.

· conversational QoS requirements

QoE: 

· No disconnection or interruption in the middle of the conversation between the user and the assistant even in the environment where the captured scenes are sharing.
· high-quality AR scene with accurate placement and rendering of 3D object in real environment

· Synchronized AR scene between user and assistant   

	Feasibility

	- real time AR communication or assistance, for example: 

· https://www.youtube.com/watch?v=GFhpAe10qnk9 (Live remote support with 3D annotation to the Microsoft™ HoloLens™)

In this application, field technicians can use the Microsoft™ HoloLens™ to connect to a remote expert with an unprecedented clarity of communication, as well as receive assistance and perform tasks with unmatched speed and accuracy

· https://chalk.vuforia.com/ (Vuforia™ chalk)

It provides a remote guidance and collaboration app designed for technicians and experts to more effectively communicate to solve problems.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded representations of AR scene and delivery in MTSI context

· MTSI/FLUS uplink AR video

· Downlink AR video with local/cloud computation and rendering

· MTSI regular audio between John and assistant


A.13
Use Case 12: 360-degree conference meeting
	Use Case Description: 360-degree conference meeting

	In this 360-degree conferencing use case three co-workers (Eilean, Ben and John) are having a virtual stand-up giving a weekly update of their ongoing work. Ben is dialing into the VR conference from work with a VR headset and a powerful desktop PC. Eilean is working from home and dialing in with a VR headset attached to a VR capable laptop with a depth camera. John is traveling abroad and dialing in with a mobile phone used as VR HMD and a bluetooth connected depth camera for capture. Thus, each user is captured with an RGB+Depth camera. 
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Figure 1, example image of a photo-realistic 360-degree communication experience
In virtual reality all 3 of them are sitting together around a round table (See Figure 1). The background of the virtual environment is a prerecorded 360-degree image or video making it seem they are in their normal office environment. Each user sees the remote participants as photo realistic representations blended into the virtual office environment (in 2D). Optionally, a presentation or video can be displayed on the middle of the table or on a shared screen somewhere in the environment.

AR alteration: A possible AR alteration to this use case can be that Ben and Eilean are sitting in a real meeting room at work using AR headsets, while John is attending remotely using a mobile as VR HMD. John is then blended as an overlay into the real environment of Ben and Eilean, rather then a virtual office.



	Categorization

	Type: AR, MR, VR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Mobile / Laptop

	Preconditions

	The above use case results into the following hardware requirements:

· Each user needs a AR or VR HMD (mobile, stand alone, wired/wireless VR HMD).

· Each user needs a depth camera to be captured (based on Bluetooth, integrated into a mobile phone or wired)

· Each user needs a microphone and audio headset for audio upload and spatial audio playback

· Each user needs to be connected and registered to the network to facitilate the end-to-end audio/video call.



	Requirements and QoS/QoE Considerations

	The following QoS requirements are considered:

· Bandwidth: As minimal bandwidth we expect at least 3Mbit/s (this is for a single 2D user stream with chroma background), however this requirement can increase with more complex and higher resolution streams.

· Delay: The delay has to be suitable for real-time communication.

The main goal of this use case is to create shared presence and immersion. Thus we foresee the following QoE Considerations as relevant:

· Capture & Processing:

· The resolution of the rgb+depth camera needs to be sufficient.

· The foreground / background extraction needs to result into an accurate cut-out of a user

· Transmission:

· The compression of audio and video data should follow similar constraints as traditional video conferencing.

· Rendering:

· Users, need to be scaled and positioned in the AR/VR environment in a natural way

· Audio playback needs to match the spatial orientation of the user

	Feasibility

	Demos & Technology overview:

· M. J. Prins, S. N. B. Gunkel, H. M. Stokking, and O. A. Niamut. TogetherVR: A Framework for photorealistic shared media experiences in 360-degree VR. SMPTE Motion Imaging Journal 127.7:39-44, August 2018. 

· S. N. B. Gunkel, H. M. Stokking, M. J. Prins, O. A. Niamut, E. Siahaan, and P. S. Cesar Garcia. Experiencing Virtual Reality Together: Social VR Use Case Study. In Proceedings of the 2018 ACM International Conference on Interactive Experiences for TV and Online Video. ACM, 2018
· S. N. B. Gunkel, M. J. Prins, H. M Stokking, and O. A. Niamut. Social VR platform: Building 360-degree shared VR spaces. In Adjunct Publication of the 2017 ACM International Conference on Interactive Experiences for TV and Online Video, ACM, 2017.

In summary:

· Users are captured with an RGB+depth device, e.g. Microsoft Kinect or Intel Realsense Camera

· This capture is processed locally for foreground/background segmentation WebRTC is used for transmission of streams to the other call participants. 

· A-Frame / WebVR is used for rendering the virtual environment

Existing Service:

· http://www.mimesysvr.com/

Summary of steps:
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Figure 2, Functional blocks of end-to-end communication
Furthermore, to realize this use case we can map it into the following functional blocks:

· Capture & Processing: The Data from the rgb+depth camera needs to be acquired and further processed to remove the user from its background to be ready for transmission. We foresee that many end-user devices will not be capable of doing this themselves, and that processing will need to be offloaded to the network. (Optionally) there can we audio processing and enhancements like removeal of background noise and reverberation of the capture environment.
· Transmission: There needs to be a two-way end to end link between individual participants to transmit audio and video data. The video data should include a cut-out of the user on a chroma background in order to place a user representation into the 360-degree image background. Instead of chroma background, alpha channel (for transparancy) is also an option. 
· Rendering: Rendering on the end user device, preferably on a single decoding platform/chipset with efficient simultaneous decoding of different media streams. Further, the transferred user representation has to be blended into a VR or AR environment and any audio needs to be played according to its spatial origin within the environment. 

· Cloud processing (optional): by adding a (pre-) rendering function into the cloud, processing and resource usage will shift from the end user device into the edge (or cloud) and thus imply a less scalability system but lower processing load for the end user device

Please note that this is a functional diagram and this is not mapped to physical entities yet.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· System

· Architecture

· Communication interfaces / signalling
· Media Orchestration (i.e. metadata)

· Position and scaling of people

· Spatial Audio (e.g. including audio directionality of users)

· Background audio / picture / video
· Shared content (i.e. video background), i.e. multi-device media synchronization

· Allow Network based processing (e.g. cloud rendering, foreground /background segmentation of user capture, replace HMD of user with a photo-realistic representation of there face, etc.)

· Transmission

· The end-to-end system (including the network) needs to support the RGB+Depth video data.


A.14
Use Case 13: 3D shared experience
	Use Case Description: 3D shared experience

	In this shared 3D use case two friends (Eilean and Bob) are sharing a virtual experience. The experience builds around a crime investigation showing an investigation of two murder suspects and allowing the users to discuss and identify who committed the murder. Both Eileen and Bob are joining from home wearing a VR HMD and being captured via an RGB+depth camera. In VR they experience a 3-dimensional room (6DOF, police station), being represented in 3D and including a self-representation that allows them to point at items in the room and at each other. This representation can be based on the same capture that is made with the RGB+depth camera for communication purposes. Further, in the virtual police station each one of them has a window to follow a different interrogation (windowed 6DOF / 3DOF+), allowing them to collect information to solve the murder together (see figure 2).
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Figure 2, example image of a virtual 3D experience with photo-realistic user representations 



	Categorization

	Type: AR, MR, VR

Degrees of Freedom: 3DoF+ / 6DOF

Delivery: Conversational

Device: Mobile / Laptop

	Preconditions

	The above use case results into the following hardware requirements:

· Each user needs a VR HMD (mobile, stand alone, wired/wireless VR HMD).

· Each user needs a depth camera to be captured (based on Bluetooth, integrated into a mobile phone or wired)

· Each user needs a microphone and audio headset for audio upload and spatial audio playback

· Each user needs to be connected and registered to a network that is able to facitilate the end-to-end audio/video call.



	Requirements and QoS/QoE Considerations

	The following QoS requirements are considered:

· Bandwidth: As minimal bandwidth we expect at least 6Mbit/s (this is for a single 2D+ user stream with RGB + depth video), however this requirement can increase with more complex and higher resolution streams.

· Delay: suitable for real-time communication

· Delay (self-view): suitable for feeling of embodiment

The main goal of this use case is to create a shared presence and immersion in a 3DOF+/6DOF experience. Thus we foresee the following QoE Considerations as relevant:

· Capture & Processing:

· The resolution of the rgb+depth camera needs to be sufficient.

· The foreground / background extraction needs to result into an accurate cut-out of a user

· Transmission:

· The compression of audio and video data should follow similar constraints as traditional video conferencing.

· Rendering:

· Users, needs to be scaled and positioned in the AR/VR environment in a natural way

· Audio playback needs to match the spatial orientation of the user

· A self view needs to be properly aligned with the actual body movement to align proprioceptive and visual experience. Also, delay for this needs to be kept to a minimum.

	Feasibility

	Demos & Technology overview:

· M. J. Prins, S. N. B. Gunkel, H. M. Stokking, and O. A. Niamut. TogetherVR: A Framework for photorealistic shared media experiences in 360-degree VR. SMPTE Motion Imaging Journal 127.7:39-44, August 2018. 

· S. N. B. Gunkel, H. M. Stokking, M. J. Prins, N. van der Stap, F.B.T. Haar, and O.A. Niamut, 2018, June. Virtual Reality Conferencing: Multi-user immersive VR experiences on the web. In Proceedings of the 9th ACM Multimedia Systems Conference (pp. 498-501). ACM.

· 2018, IBC Demo: https://vrtogether.eu/2018/09/14/ibc-show-2018/

In summary:

· Users are captured with an RGB+depth device, e.g. Microsoft Kinect or Intel Realsense Camera

· This capture is processed locally for foreground/background segmentation and optionally for creation of a self-view.

· WebRTC is used for setting up streams to the other call participants. 

· A-Frame / WebVR is used for rendering the virtual environment.
Existing Service:

· http://www.mimesysvr.com/

Summery of steps:
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Figure 2, Functional blocks of end-to-end communication
Furthermore to realize this use case we can map it into the following functional blocks

· Capture & Processing: The Data from the rgb+depth camera needs to be acquired and further processed (to remove the user from its background), particularly the depth information might need further possessing before transmission

· Transmission: There needs to be a two-way end to end link between individual participants to transmit audio and video data. The video data should include a both the rgb color and depth information.

· Rendering: The transferred user representation has to be blended into the VR environment (according to its geometrical properties based on the RGB + Depth data) and any audio needs to be played according to its special origin within the environment. Further the self-representation of the user has to be displayed aligned so that the view of the user and its physical position match.

Please not that all 3 functional blocks can be executed either on one device, multiple devices or the network.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· System

· Architecture

· Communication interfaces (signalling)
· Media Orchestration (i.e. metadata)

· Position and scaling of people

· Spatial Audio (e.g. including audio directionality of users) 

· Background audio

· Shared content, i.e. multi-device media synchronization

· Allow Network based processing (e.g. cloud rendering, foreground /background removal of user capture, image enhancements like hole filling, replace HMD of user with a photo-realistic representation of there face, etc.)

· Transmission

· The end-to-end system (including the network) needs to support the RGB+Depth video data.


A.15 
Use Case 14:
6DOF VR conferencing
	Use Case Name

	6DOF VR conferencing

	Description

	The use case was initially described in TR 26.918 as Virtual Meeting Place: 

The main idea here is to create a virtual world where people can meet and interact anonymously through their avatars with other people. A user would be able to move freely in the virtual world (6 DOF) and mingle with different groups of people depending for example on the discussion they are having. In this scenario, the user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.

Below follows a more detailed description both of the physical scenario underlying the use case and the created virtual scenario.

1.
Physical scenario

The physical VR conference scenario is illustrated in Fig. 1. Five VR conference users from different sites are virtually meeting. Each of them is using VR gear with binaural playback and video playback using an HMD. The equipment of all users supports movements in 6DOF with corresponding headtracking. The UEs of the users exchange coded audio up- and downstream with a VR conference call server. Visually, the users are represented through their respective avatars that can be rendered based on information related to relative position parameters and their rotational orientation. 
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Figure 1: Physical scenario

2.
Virtual scenario

Fig. 2 illustrates the virtual conferencing space generated by the conference call server. Initially, the server places the conference users Ui, i=1…5, at virtual position coordinates Ki = (xi, yi, zi). The virtual conferencing space is shared between the users. Accordingly, the audio-visual render for each user takes place in that space. For instance, from user U5’s perspective, the rendering will virtually place with the other conference participants at the relative positions Ki – K5, i≠5. For example, user U5 will perceive user U2 at distance |Ki – K5| and under the direction of the vector (Ki – K5)/|Ki – K5|, whereby the directional render is done relative to the rotational orientation of U5. Also illustrated in Fig. 2 is the movement of U5 towards U4. This movement will affect the position of U5 relative to the other users, which will be taken into account while rendering. At the same time the UE of U5 sends its changing position to the conferencing server, which updates the virtual conferencing space with the new coordinates of U5. As the virtual conferencing space is shared, users U1–U4 become aware of moving user U5 and can accordingly adapt their respective renders. The simultaneous movement of user U2 works according to corresponding principles.
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Figure 2: Virtual scenario


	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Media Components: Audio-only, Audio-Visual
Devices: VR gear with binaural playback and HMD video playback, Call server

	Preconditions

	The described scenario relies on a conference call server. 
Similar scenarios can be realized without a server. In that case, the UEs of all users need to be configured to share their encoded audio and their 6DOF positional and rotational information with the UEs of all other users. Each UE must further allow simultaneous reception and decoding of audio bitstreams and 6DOF attributes from the UEs of all other users.

Specific minimum preconditions

· UE with render capability through connected HMD supporting binaural playback.

· Mono audio capture. 

· 6DOF Position tracking.

Conference call server: 
· Maintenance of participant position data in shared virtual meeting space.

Media preconditions:

Audio:

· The capability of simultaneous spatial render of multiple received audio streams according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· Support of simultaneous graphics render on HMDs of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity. 

Media synchronization and presentation format control:
· Required for controlling the flow and proper render of the various used media types.
System preconditions:

· A metadata framework for the representation and transmission of positional information of an audio sending endpoint, including 6DOF attributes, including position, orientation, directivity.     

	Requirements and QoS/QoE Considerations

	QoS: conversational requirements as for MTSI, using RTP for Audio and Video transport.
· Audio: relatively low bit rate requirements. Must meet conversational latency requirements.
· Video/Graphics: no particular QoS requirements since graphics synthesis can be done locally at each rendering UE based on the received 6DOF attributes of the audio elements corresponding to the participants.

QoE: Immersive voice/audio and visual graphics experience.

The described scenario provides the users with a basic 6DOF VR meeting experience. Quality of Experience of the audio aspect can be enhanced if the user’s UEs not only share their position coordinates but also their rotational orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

	Feasibility

	The following capabilities and technologies are required:

· UE with render capability through connected HMD supporting binaural playback.
· Mono audio capture.
· 6DOF position tracking.
It is concluded that a service offering an experience as the described scenario is feasible with today’s technology. The identified preconditions as well as the provided considerations on QoS/QoE do not suggest a feasibility barrier, given the technologies widely available and affordable today.  

	Potential Standardization Status and Needs

	· Requires standardization of at least a 6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio. 

· The presently ongoing IVAS codec work item will provide an immersive voice and audio codec/renderer and a metadata framework that may meet these requirements.  
· Also required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 


A.16
Use Case 15: XR Meeting

	Use Case Name

	XR Meeting

	Description

	This use case is a mix of a physical and a virtual meeting. It is an XR extension of the virtual meeting place use case described in 3GPP TR 26.918. The use case is exemplified as follows:

Company X organizes a workshop with discussions in a couple of smaller subgroups in a conference room, as for instance shown in the figure below. Each subgroup gathers around dedicated spots or tables and discusses a certain topic and participants are free to move to the subgroup of their interest. Remote participation is enabled. 

The main idea for the remote participants is to create a virtual, 3D-rendered space where they can meet and interact through their avatars with other people. This 3D-rendered virtual space is a simplified representation of the real conference room, with tables at the same positions as in the real world. Remote participants are equipped with HMD supporting binaural playback. A remote participant can move freely in the virtual conference room and interact with the different subgroups of people depending, for example, on the discussion they are having. A remote participant can speak to other participants in their immediate proximity and obtain a spatial audio rendering of what the other participants are saying. They can hear the real participants from their relative positions in the virtual world, and they can freely walk from one subgroup to another to seamlessly join different conversations that may happen concurrently in the meeting space. Consistent with the auditory scene, the remote participant will be able to see on the HMD a rendered “Scene view” of the complete virtual meeting space from their viewpoint, i.e. relative to position and viewing direction. As options, the remote participant may also select to see a “Top view” of the complete meeting space with all participants (or their avatars) or  a “Table view”. The latter is generated from a 360-degree video capture at the relevant table. The audio experience remains in any case as during “Scene view”.

The physical participants see and hear avatars representing the remote participants through AR Glasses supporting binaural playback. They interact with the avatars in the discussions as if these were physically present participants. For physical participants, the interactions with other physical and virtual participants happen in an augmented reality. In addition, at each subgroup meeting spot, a video screen displays a 360-degree panoramic “Table view” taken from the middle of the respective table, including the overlaid avatars of the remote participants taking part in the subgroup discussion. Also displayed is the complete meeting space with all participants (or their avatars) in a top view. 

A schematic of the configuration at the physical meeting space is shown in the following figure. In that figure, P1 through P4 represent the physical participants while V1 through V3 are the remote participants. Also shown are two subgroup meeting spots (tables), each with a 360-degree camera mounted on its center. Further, at each table the two video screens are shown for the 360-degree panoramic “Table view” and for the “Top view”. 
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	Categorization

	Type: AR, VR, XR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD with binaural playback support, AR Glasses with binaural playback support

	Preconditions

	On a general level the assumption is that all physical attendees (inside the meeting facilities) wear a device capable of binaural playback and, preferably, AR glasses. Remote participants are equipped with HMDs supporting binaural playback. The meeting facility is a large conference room with a number of spatially separated spots (tables) for subgroup discussions. Each of these spots is equipped with at least one video screen. At each of the spots a 360-degree camera system is installed.
Specific minimum preconditions

Remote participants: 

· UE with render capability through connected HMD supporting binaural playback.

· Mono audio capture. 

· 6DOF Position tracking.

Physical participants: 

· UE with render capability through a non-occluded binaural playback system and preferably, but not necessarily, AR Glasses. 

· Mono audio capture of each individual participant e.g. using attached mic or detached mic with suitable directivity and/or acoustic scene capture at dedicated subgroup spots (tables). 

· 6DOF Position tracking.

Meeting facilities: 
· Acoustic scene capture at dedicated subgroup spots (tables) and/or mono audio capture of each individual participant.

· 360-degree video capture at dedicated subgroup spots (tables).

· Video screens (connected to driving UE/PC-client) at dedicated subgroup meeting spots visualizing participants including remote participants at a subgroup spot (“Table view”) and/or positions of participants in shared meeting space in “Top view”.

Conference call server: 
· Maintenance of participant position data in shared virtual meeting space.

· (Optional) synthesis of graphics visualizing positions of participants in shared meeting space in “Top view”.

· (Optional) generation of overlay/merge of synthesized avatars with 360-degree video to “Table view”.  

Media preconditions:

Audio:

· The capability of simultaneous spatial render of multiple received audio streams according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· 360-degree video capture at subgroup meeting spots.

· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity:
· Render on AR glasses.
· Render on HMDs.
· Overlay/merge synthesized avatars with 360-degree video to “Table view”:
· Render as panoramic view on video screen.
· VR Render on HMD excluding a segment containing the remote participant itself.
· Synthesis of “Top view” graphics visualizing positions of participants in shared meeting space. 

Media synchronization and presentation format control:

· Required for controlling the flow and proper render of the various used media types.
System preconditions:

· A metadata framework for the representation and transmission of positional information of an audio sending endpoint, including 6DOF attributes, including position, orientation, directivity.     

· Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 

Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space.

	Requirements and QoS/QoE Considerations

	QoS: conversational requirements as for MTSI, using RTP for Audio and Video transport.

· Audio: Relatively low bit rate requirements. Must meet conversational latency requirements.

· 360-degree video: Specified in TS26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single subgroup meeting spot (typically the closest).

· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

The described scenario provides the remote users with a 6DOF VR meeting experience and the auditory experience of being physically present in the physical meeting space. Quality of Experience for the audio aspect can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio subsystem and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 
The “Scene view” for the remote participants allows consistent rendering of the audio with the 3D-rendered graphics video of the meeting space. However, that view obviously compromises naturalness and “being-there” experience through the mere visual presentation of the participants through avatars. The optional “Table view” may improve the naturalness as it relies on a real 360-degree video capture. However, QoE of that view is compromised since the 360-degree camera position does not coincide with virtual position of remote user. Viewpoint correction techniques may be used to mitigate this problem. 

The physical meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like physical users. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses get a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots with the offered “Table view” and/or the “Top view”.  

	Feasibility

	Under “Preconditions” the minimum preconditions are detailed and broken down by all involved nodes of the service, such as remote participants, physical participants, meeting facilities and conference call server. In summary, the following capabilities and technologies are required:

· UE with render capability through connected HMD supporting binaural playback.

· UE with render capability through a non-occluded binaural playback system and preferably, but not necessarily, AR Glasses. 

· Mono audio capture and/or acoustic scene capture.

· 6DOF position tracking.

· 360-degree video capture at dedicated subgroup spots.

· Video screens (connected to driving UE/PC-client) at dedicated subgroup meeting spots visualizing participants including remote participants at a subgroup spot (“Table view”) and/or positions of participants in shared meeting space in “Top view”.
· Maintenance of participant position data in shared virtual meeting space.

· (Optional) synthesis of graphics visualizing positions of participants in shared meeting space in “Top view”.

· (Optional) generation of overlay/merge of synthesized avatars with 360-degree video to “Table view”.

While the suggested AR glasses for the physical meeting participants are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case merely provided through the audio media component. Thus, none of the preconditions constitute a feasibility barrier, given the technologies widely available and affordable today. 

	Potential Standardization Status and Needs

	· Requires standardization of at least a 6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio. 

· The presently ongoing IVAS codec work item may provide an immersive voice and audio codec/renderer and a metadata framework that may meet these requirements. 

· Other media (non-audio) may rely on existing video/graphics coding standards available to 3GPP.

· Also required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 


A.17
Use Case 16: Convention / Poster Session
	Use Case Name 

	Convention / Poster Session

	Description

	This use case is exemplified with a conference with poster session that offers virtual participation from a remote location. 

It is assumed that the poster session may be real, however, to contribute to meeting climate goals, the conference organizers are offering a green participation option. This is, a virtual attendance option is offered to participants and presenters, as an ecological alternative avoiding travelling. 

The conference space is organized in a few poster booths, possibly separated by some shields. In some of the booths, posters are presented by real presenters, in some other booths, posters are presented by remote presenters. The audience of the poster presentations may be a mix of physically present and remote participants. Each booth is equipped with a first video screen for the poster display and one or two additional video screens for the display of a “Top view” and/or the display of a panoramic “Poster presentation view”. Each booth is further equipped with a 360-degree camera system capturing the scene next to the poster. The conference space is visualized in the following figure, which essentially corresponds to the “Top view”. In this figure, P1-P6 represent physical attendees, V1-V4 are remote attendees, PX and VY are real and, respectively, remote presenters. There are two poster presentations of posters X and Y. Participants V4, P5 and P6 are standing together for a chat.


[image: image17.emf]Top view

Poster X

P1

P2

P3

P4

V1

V2

V3

360° panoramic view from 

poster X camera incl. 

remote participants

PX

Top view

Poster Y

VY

PX V1P2 P1 V2

360° panoramic view from 

poster Y camera incl. 

remote participants

VY P3 P4 V3

V4

P5

P6

Top view

Poster X

P1

P2

P3

P4 V1

V2

V3

360° panoramic view from 

poster X camera incl. 

remote participants

PX

Top view

Poster Y

VY

360° panoramic view from 

poster Y camera incl. 

remote participants

V4

P5

P6

Top view

Poster X

P1

P2P3

P4V1

V2V3

360° panoramic view from poster X camera incl. remote participants

PX

Top view

Poster Y

VY

360° panoramic view from poster Y camera incl. remote participants

Top viewTop view

Poster XP1P2

P3P4

V1V2

V3360360° ° panoramic view from panoramic view from poster X camera incl. poster X camera incl. remote participantsremote participants

PX

Top viewTop viewPoster YVY360360° ° panoramic view from panoramic view from poster Y camera incl. poster Y camera incl. remote participantsremote participants

V4

P5

P6

Top view

Poster X

P1

P2

P3

P4 V1

V2

V3

360° panoramic view from 

poster X camera incl. 

remote participants

PX

Top view

Poster Y

VY

360° panoramic view from 

poster Y camera incl. 

remote participants

V4

P5

P6

Top view

Poster X

P1

P2P3

P4V1

V2V3

360° panoramic view from poster X camera incl. remote participants

PX

Top view

Poster Y

VY

360° panoramic view from poster Y camera incl. remote participants

Top viewTop view

Poster XP1P2

P3P4

V1V2

V3360360° ° panoramic view from panoramic view from poster X camera incl. poster X camera incl. remote participantsremote participants

PX

Top viewTop viewPoster YVY360360° ° panoramic view from panoramic view from poster Y camera incl. poster Y camera incl. remote participantsremote participants

V4

P5

P6

Physical attendees and presenters have the experience of an almost conventional poster conference, with the difference that they see remote persons through their AR glasses, represented as avatars. They hear the remote persons through their binaural playback systems. They can also interact in discussions with remote persons like they were physically present. Physical presenters use a digital pointing device to highlight the parts of their poster that they want to explain. The physical audience attends the poster presentation of a remote presenter in some dedicated physical spots of the conference area that is very similar to the poster booth of a physical presenter. The participants see and hear the virtual presenter through their AR glasses supporting binaural playback. They also see and hear the other audience that may be physically present or just be represented though avatars.

Remote participants are equipped with HMD supporting binaural playback. They are virtually present and can walk from poster to poster. They can listen to ongoing poster presentations and move closer to a presentation if they think the topic or the ongoing discussion is interesting. A remote participant can speak to other participant in his/her immediate proximity and obtain a spatial rendering of what the other participants in his/her immediate proximity are saying. He/she can hear them from the relative positions they have to him/her in the virtual world. Consistent with the auditory scene, the remote participant will be able to see on the HMD a synthesized “Scene view” of the complete conference space (including the posters) from his/her viewpoint, i.e. relative to position and viewing direction. The remote participant may also select to see a “Top view”, which is an overview of the complete conference space with all participants (or their avatars) and posters or to see a “Poster presentation view”. The latter is a VR view generated from the 360-degree video capture at the relevant poster but excluding a segment containing the remote participant itself. The audio experience remains in any case as during “Scene view”. In order to give the remote participants the possibility to interact in the poster discussions, they also have the possibility to use their VR controller as a pointing device to highlight certain parts of the poster, for instance when they have a specific question.

Remote presenters are equipped with HMD supporting binaural playback and a VR controller. Most relevant for them is the “Scene view” in which they see (in their proximity) their audience represented by avatars. This view is overlaid with their own poster. They use their VR controller as a pointing device to highlight a part of the poster that they want to explain to the audience. It may happen that a remote presenter sees some colleague passing by and, to attract her/him to the poster, they may take some steps towards that colleague and call out to her/him. 

The remote participants are represented at the real event through their avatars, which the real participants and presenters see and hear through their AR glasses supporting binaural playback. The real and virtual participants and the presenter interact in discussions as if everybody was physically present.  

	Categorization

	Type: AR, VR, XR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD with binaural playback support, AR Glasses with binaural playback support, VR controller/pointing device

	Preconditions

	On a general level the assumption is all physical attendees (inside the conference facilities) wear a device capable of binaural playback. Remote participants are equipped with HMD supporting binaural playback. The meeting facility is a large conference room with a number of spatially separated booths for the different poster presentations. Each of these spots is equipped with a video screen for the poster and at least one other video screen. At each of the poster spots a 360-degree camera system is installed.
Specific minimum preconditions

Remote participant: 

· UE with connected VR controller. 

· UE with render capability through connected HMD supporting binaural playback.

· Mono audio capture. 

· 6DOF Position tracking.

Remote presenter: 
· UE with connected VR controller. 

· UE with render capability through connected HMD supporting binaural playback.

· UE has document sharing enabled for sharing of the poster.

· Mono audio capture. 

· 6DOF Position tracking.

Physical attendees/presenters: 

· UE with render capability through a non-occluded binaural playback system and AR Glasses. 

· Mono audio capture of each individual participant e.g. using attached mic or detached mic with suitable directivity and/or acoustic scene capture at dedicated subgroup spots (poster booths). 

· 6DOF Position tracking.

· UE has a connected pointing device. 

· UE of presenter has document sharing enabled for display of the poster on video screen and for sharing it with remote participants.

Conference facilities: 

· Acoustic scene capture at dedicated subgroup spots (poster booths) and/or mono audio capture of each individual participant.

· 360-degree video capture at dedicated spots, at the posters.

· Video screens at dedicated spots (next to the posters), for poster display and for visualizing participants including remote participants at a poster (“Poster presentation view”) and/or positions of participants in shared meeting space in “Top view”.

· Video screens are connected to driving UE/PC-client.

Conference call server: 
· Maintenance of participant position data in shared meeting space

· Synthesis of graphics visualizing positions of participants in conference space in “Top view”.

· Generation of overlay/merge of synthesized avatars with 360-degree video to “Poster presentation view”.  

Media preconditions:

Audio:

· The capability of simultaneous spatial render of multiple received audio streams according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· 360-degree video capture at subgroup meeting spots.

· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity:
· Render on AR glasses.
· Render on HMDs.
· Overlay/merge synthesized avatars with 360-degree video to “Table view”:
· Render as panoramic view on video screen.
· VR Render on HMD excluding a segment containing the remote participant itself.
· Synthesis of “Top view” graphics visualizing positions of participants in shared meeting space. 

Document sharing:
· Support of sharing of the poster from UE/PC-client as bitmap/vector graphics or as non-conversational (screenshare) video.

Support of sharing of pointing device data and VR controller data, potentially as real-time text. 

Media synchronization and presentation format control:

· Required for controlling the flow and proper render of the various used media types.
System preconditions:

· A metadata framework for the representation and transmission of positional information of an audio sending endpoint, including 6DOF attributes, including position, orientation, directivity.    

· Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 

· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting.

	Requirements and QoS/QoE Considerations

	QoS: conversational requirements as for MTSI, using RTP for Audio and Video transport.

· Audio: Relatively low bit rate requirements. Must meet conversational latency requirements.

· 360-degree video: Specified in TS26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single poster spot (typically the closest).

· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. TS26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.

· Document sharing: Relatively low bit rate. No real-time requirements.

· Pointing device/VR controller data: Very low bit rate. Real-time requirements.

· Media synchronization and presentation format: Low bit rate. Real-time requirements.

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

The described scenario provides the remote users in “Scene view” with a 6DOF VR conferencing experience and the feeling of being physically present at the conference. The remote participants and the real poster session / conference audience are able to hear the remote attendee’s verbalized questions and the presenter’s answers in a way that their audio impression matches their visual experience and which provides a high degree of realism. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. The experience is further augmented through the virtual sharing of the posters and the enabled interactions using the pointing devices. 

However, the “Scene view” compromises naturalness and “being-there” experience through the mere visual presentation of the participants through avatars. The optional “Poster presentation view” may improve the naturalness as it relies on a real 360-degree video capture. However, QoE of that view is compromised since the 360-degree camera position does not coincide with virtual position of remote user. Viewpoint correction techniques may be used to mitigate this problem.

The physical meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like physical users. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the poster booths.

	Feasibility

	Under “Preconditions” the minimum preconditions are detailed and broken down by all involved nodes of the service, such as remote participants, physical participants, meeting facilities and conference call server. In summary, the following capabilities and technologies are required:

· UE with connected VR controller/pointing device.
· UE with render capability through connected HMD supporting binaural playback.

· UE with render capability through a non-occluded binaural playback system and AR Glasses.
· Mono audio capture and/or acoustic scene capture.

· 6DOF Position tracking.

· UE supporting document sharing (for sharing of the poster).
· 360-degree video capture at dedicated subgroup spots, at the posters.

· Video screens (connected to driving UE/PC-client) at dedicated spots (next to the posters), for poster display and for visualizing participants including remote participants at a poster (“Poster presentation view”) and/or positions of participants in shared meeting space in “Top view”.
· Maintenance of participant position data in shared virtual meeting space.

· Synthesis of graphics visualizing positions of participants in conference space in “Top view”.

· Generation of overlay/merge of synthesized avatars with 360-degree video to “Poster presentation view”.
· Poster sharing and sharing of pointing device data.
While the suggested AR glasses for the physical meeting participants are very desirable for high QoE, the use case is fully feasible even without glasses. Immersion is in that case merely provided through the audio media component. Thus, none of the preconditions constitute a feasibility barrier, given the technologies widely available and affordable today.   

	Potential Standardization Status and Needs

	· Requires standardization of at least a 6DOF metadata framework and a 6DOF capable renderer for immersive voice and audio. 

· The presently ongoing IVAS codec work item may provide an immersive voice and audio codec/renderer and a metadata framework that may meet these requirements. 

· Other media (non-audio) may rely on existing image/video/graphics coding standards available to 3GPP.

· Also required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 
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Use Case 17:
AR animated avatar calls

	Use Case Name

	AR animated avatar call

	Description

	This use case is about a call scenario between one user wearing AR glasses and the other user using a phone in handset mode. The AR glasses user sees an animated avatar of the phone user. Movements of the phone user are used to control the animation of his avatar. This improves the call experience of the user of the AR glasses.

A potential user experience is described as a user story:

Tina is wearing AR glasses while walking around in the city. She receives an incoming call by Alice, who is using her phone, and who is displayed as an overlay (“head-up display”) on Tina’s AR glasses. Alice doesn’t have a camera facing at her, therefore a recorded 3D image of her is sent to Tina as the call is initiated. The 3D image Alice sent can be animated, following Alice’s actions. As Alice holds her phone in handset mode, her head movements result in corresponding animations of her transmitted 3D image, giving Tina the impression that Alice is attentive.

NOTE: An option for this use case is a ‘mute animations control’.Note that Alice didn’t press the ‘mute animations’ button that would have disabled all animations of her 3D image for Tina.
As Tina’s AR glasses also include a pair of headphones, Alice’ mono audio is rendered binaurally at the position where she is displayed on Tina’s AR glasses. Tina also has interactivity settings, allowing to lock Alice’s position on her AR screen. Therefore, her visual and auditory appearance moves when Tina rotates her head. As Tina disables the position lock, the visual and auditory appearance of Alice is placed within Tina’s real world and thus Tina’s head rotation leads to compensation on the screen and audio appearance, requiring visual and binaural audio rendering with scene displacement.

	

	Type: AR

Degrees of Freedom: 2D, 3DoF

Delivery: Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	AR participants: Phone with tethered AR glasses and headphones (with acoustic transparency).

Phone participant: Phone with motion sensor and potentially proximity sensor to detect handset mode.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP), e.g. 5QI 1.

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects (avatars) into real scenes and rendering an audio overlaid to the real acoustic environment. 

	Feasibility

	AR glasses in various form factors exist, including motion sensing and inside-out tracking. This allows locking of avatars and audio objects to the real world.
Smart phones typically come with built-in motion sensing, using a combination of gyroscopes, magnetometers and accelerometer. This allows extraction of the head’s rotation, when the phone is used in handset mode, which could be motion data sent to the other endpoint to animate/rotate the avatar/3D image.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars or cut-out heads, alpha channel coding

Transmission and potentially coding of motion data to show attentiveness
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Use Case 18: AR avatar multi-party calls

	Use Case Name

	AR avatar multi-party call

	Description

	This use case is about multi-party communication with spatial audio rendering, where avatars and audio of each participant are transmitted and spatially rendered in the direction of their geolocation. Each participant is equipped with AR glasses with external or built-in head phones. 3D audio can be captured and transmitted instead of mono, which leads to enhancements when sharing the audio experience.

A potential user experience is described as a user story:

Bob, Jeff, and Frank are in Venice and walking around the old city sightseeing. They are all wearing AR glasses with a mobile connection via their smartphone. The AR glasses support audio spatialization, e.g. via binaural rendering and playback over the built-in headphones, allowing the real world to be augmented with visuals and audio.

They start a multi-party call, where each of them gets the other two friends displayed on his AR glasses and can hear the audio. While they walk around in the silent streets, they have a continuous voice call with the avatars displayed on their AR glasses, while also other information is displayed to direct them to the secret places of Venice. Each of them transmits his current location to his friends. Their AR glasses / headphones place the others visually and acoustically (i.e. binaurally rendered) in the direction where the others are. Thus, they all at least know the direction of the others. 

As Jeff wants to buy some ice cream, he switches to push-to-talk to not annoy his friends with all the interactions he has with the ice cream shop.

As Bob gets closer to Piazza San Marco the environment gets noisier with sitting and flying pigeons surrounding him. Bob turns on the “hear what I hear” feature to give them an impression on the fascinating environment, sending 3D audio of the scene to Frank and Jeff. As they got interested, they also want to experience the pigeons around them and walk through the city to the square. Each of the friends is still placed on the AR glasses visually and acoustically in the direction where the friend is, which makes it easy for them to find Piazza San Marco and for Frank to just walk across the square to Bob as he approaches him. Jeff, who still eats his ice cream is now also coming closer to Piazza San Marco and just walks directly to Bob and Jeff. As they get close to each other they are no longer rendered (avatars and audio), based on the positional information, and they simply chat with each other.

	

	Type: AR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: AR glasses, headphones

	Preconditions

	Connected AR glasses or phone with tethered AR glasses and headphones (with acoustic transparency).
Positioning support (e.g. using GNSS) to derive geolocation, allowing calculation of relative position.
3D audio capturing (e.g. using microphone arrays) and rendering.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements for voice/audio and avatars (conversational, RTP), e.g. 5QI 1 for audio.

QoE: Immersive voice/audio and visual experience, Quality of the capturing and rendering of avatars, the different participants and 3D audio. 

	Feasibility

	AR glasses in various form factors exist. Those usually include motion sensors, e.g. based on accelerometers, gyroscopes, and magnetometers, but also cameras are common, allowing inside-out tracking and augmentation of the real world.

3D audio capturing and rendering are available, e.g. using spherical or arbitrary microphone arrays for capturing and using binaural rendering technologies for audio spatialization.

An audio-only solution using headphones and head-tracking is easier to implement, this would however remove the possibility to visually augment the real world and display avatars.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars 

Audio coding and transmission of mono objects and 3D audio for streams from all participants
NOTE: scene composition is usually a differentiating factor 
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Use Case 19: Front-facing camera video multi-party calls

	Use Case Name

	Front-facing camera video multi-party call

	Description

	This use case is based on front-facing camera calls, i.e. a user is having a video call, seeing the other participants on the display of e.g. a smartphone he holds at arm’s length. The use case has some overlap with UC 6 (AR face-to-face calls) and UC 10 (Real-time 3D Communication), extended by spatial audio rendering for headphones/headsets. The spatial audio rendering is based on the head-tracker data extracted from the smartphones front-facing camera, giving a user the impression, even with movements, that the voice of the other participants originates from a virtual stage in the direction of the phone with the video of the other’s faces.

A potential user experience is described as a user story:

Bob, Jeff, and Frank are back in New York City and each of them is walking to work. They just have their smart phones with a front-facing camera and a small headset, allowing the real world to be augmented with audio.

They start a multi-party video call to discuss the plans for the evening, where each of them gets the other two friends displayed on the phone and can hear the audio, coming from the direction on the horizontal plane where the phone is placed in their hand and some small spread to allow easy distinction. While they walk around in the streets of New York, they have a continuous voice call with their phones at arm’s length, with the, potentially cut-out, faces of their pals displayed on their phones. For Bob the acoustic front is always in the direction of his phone, thus the remote participants are always in the front. When Bob rotates his head though, the front-facing camera tracks this rotation and the spatial audio is binauralized using the head-tracking information, leaving the position of the other participants steady relative to the phone’s position. As Bob turns around a corner with the phone still at arm’s length for the video call using the front-facing camera, his friends remain steady relative to the phone’s position.

	

	Type: AR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Smartphone with front-facing camera, headset

	Preconditions

	Phone with front-facing camera, motion sensors, and headset (more or less acoustically transparent). Motion sensors to compensate movement of the phone, front-facing camera to capture the video for the call and potentially track the head’s rotation.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP), e.g. 5GQI 1 and 2.

QoE: Immersive voice/audio and visual experience, Quality of the capturing, coding and rendering of the participant video (potentially cut out faces), Quality of the capturing, coding and rendering of the participant audio, including binaural rendering taking head tracking data into account.

	Feasibility

	Several multi-party video call applications using the front-facing camera exist, e.g. https://www.cnet.com/how-to/how-to-use-group-facetime-iphone-ipad-ios-12/ , https://faq.whatsapp.com/en/android/26000026/?category=5245237
Head tracking using cameras exists, e.g. https://xlabsgaze.com
Binaural rendering with head-tracking also exists (see also TS26.118)

	Potential Standardization Status and Needs

	Visual coding and transmission of video recorded by front-facing camera; potentially cut-out heads, alpha channel coding

Audio coding and transmission for streams from all participants
NOTE: scene composition is usually a differentiating factor
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Use Case 20: AR Streaming with Localization Registry
	Use Case Description: AR Streaming with Localization Registry

	A group of friends has arrived at a museum. The museum provides them with an AR guide for the exhibits. The museum’s exhibition space has been earlier scanned and registered via one of the museum’s AR devices to a Spatial Computing Service. The service allows storing, recalling and updating of spatial configuration of the exhibition space by a registered AR device. Visitors’ AR devices (to be used by museum guests as AR guides) have downloaded the spatial configuration upon entering the museum and are ready to use. 

The group proceeds to the exhibit together with their AR guides, which receive a VoD stream of the museum guide with the identifier Group A. Registered surfaces next to exhibits are used for displaying the video content (may be 2D or 3D content) of the guide. In the case of spatial audio content, this may be presented in relation to the registered surfaces. The VoD stream playback is synched amongst the users of Group A. Any user within the group can pause, rewind or fast forward the content, and this affects the playback for all the members of the group. Since all users view the content together, this allows them to experience the exhibit as a group, and discuss during pauses without affecting the content streams for other museum visitors that they are physically sharing the space with. Other groups in the museum use the same spatial configuration, but their VoD content is synched within their own group. 

The use case can be extended to private spaces, e.g., a group of friends gathered at their friend Alice’s house to watch a movie. Alice’s living room is registered already under her home profile on the Spatial Computing Service; the saved information includes her preferred selection of the living room wall as the movie screening surface. She shares this configuration via the service with her guests. 

In this use case, the interaction with a travel guide avatar may also occur in a conversational fashion.

	Categorization

	Type: AR and Social AR

Degrees of Freedom: 6DoF 

Delivery: Streaming, Interactive, Conversational

Device: AR glasses with binaural audio playback support 

	Preconditions

	The use case requires technical solutions for the following functions:

Spatial Computing Service
A 5G service that registers users and stores their indoor spatial configuration with the following features:

· Reception of a stream of visual features for a space to be registered. The input may be from a mobile phone camera, an AR device or a combination of data from multiple sensors and cameras located in the space. 

· Usage of a localization algorithm such as SLAM (Simultaneous Localization and Mapping) for indoor spatial localization, and the storage of special configurations, such as the selection of particular surfaces for special functions (e.g., wall for displaying a video stream). 

· Distribution of previously stored information to other devices belonging to the same user or to other authorized users. 

· Updating of localization information and redistribution when required. 
Content synchronization

A streaming server that distributes content and ensures synchronized content playback for multiple AR users. The server does not need to have the content stored locally. It can, for example, get the content stream from a streaming service and then redistribute it. For the museum guests, the functionality may be part of the XR client or embedded in a home gateway or console-like device. 

	QoS/QoE Considerations

	· Required QoS: 

· Sufficiently low latency for synchronized streaming playback and conversational QoS. 

· Required QoE: 

· Synchronization of VoD content for multiple users within acceptable parameters. This requires ensuring the streams’ playback occurs near simultaneously for all users, so that user reactions to specific scenes such as jump scares in a horror movie or a goal in a sport sequence are also synced within the group. Furthermore, playback reaction time to user actions such as pause, fast forward and rewind should be low and similar for all users within the group. Conversational low-delay QoE is also expected.

	Feasibility

	The use case is feasible within a timeframe of 3 years. Required hardware, AR glasses, are available in the market, and network requirements are no more or less than existing streaming services. 

The feasibility of the use case depends on the accuracy of the localization registration and mapping algorithm. Multiparty AR experiences, such as a shared AR map annotation demo from Mapbox (https://blog.mapbox.com/multi-user-ar-experience-1a586f40b2ce?gi=60ceb3226701) and the Multiuser AR experience exhibition at the San Fransisco Museum of Modern Art by Ubiquity6 (https://www.youtube.com/watch?v=T-I3YG_w-Z4), provide good examples for proof of concept of already available technology for creating a shared AR experience. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized way of sharing and storing indoor spatial information with the service and other devices.   

· Mixing VoD streams may require some additional functions for social AR media control playback. This would relate to allowing users to control the playout of the VoD stream (pause, rewind, fast-forward) for all users in a synchronized manner.  
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Use Case 21: Immersive 6DoF Streaming with Social Interaction
	Use Case Description: Immersive 6DoF Streaming with Social Interaction

	In an extension to the use case 3 in clause 6.4 for which Alice is consuming the game in live mode, Alice is now integrated into social interaction:

· She virtually watching the game with other friends who are geographically distributed and whose avatars are sitting in the stadium next to her. She has voice conversations with those friends while watching the game.

· While she moves through the stadium to another location, she make friends with other folks watching the same game in the virtual environment.

· She gets overlaid contextually relevant twitter feeds

	Categorization

	Type: VR and Social VR

Degrees of Freedom: 3DoF+, 6DoF

Delivery: Streaming, Split, Conversational, Interactive

Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Media is captured properly and accessible on cloud storage through HTTP access

· One or multiple communication channels across users can be setup

	Requirements and QoS/QoE Considerations

	· Same as use case in clause 6.3. In addition, the following applies

· Required QoS: 

· Sufficient low latency for the communication channel
· Required QoE: 

· Sufficiently low communication latency

· Synchronization of user communication with action

· Synchronized and context-aware twitter feeds

	Feasibility

	See use case 3 in clause A.4. 

The addition of social aspects can be addressed by apps.

Some discussion on this matter:

· https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/, see the second page. However, still no publicly announced details.

Social VR is used in different context. See for example here: 

· https://www.juegostudio.com/infographic/various-social-vr-platforms
· https://www.g2crowd.com/categories/vr-social-platforms
Some example applications are provided

· Facebook Spaces™
· https://www.facebook.com/spaces
· VRChat

· https://www.vrchat.net/
· https://en.wikipedia.org/wiki/VRChat
· https://youtu.be/5cpElonP33k
· Oculus Venues ™ 
· https://www.engadget.com/2018/05/30/oculus-venues-hands-on
· https://www.esquireme.com/oculus-headset-will-let-you-watch-live-sport-in-virtual-reality
Optimizations can be done by integrating social A/V with main content (rendering, blending, overlay).

Additional pointers to deployments and use cases:

· https://www.nextvr.com/nextvr-gets-social-with-oculus-venues-now-fans-can-enjoy-live-vr-experiences-together/
· https://www.oculus.com/blog/go-behind-the-scenes-of-the-oc5-oculus-venues-livestream-with-supersphere/?locale=en_US
· Verizon presentation at XR Workshop

· Virtual Live Events w/Friends
· Virtually attend live events with friends in 4K/8K 360°3D video (aka ‘VR’)
· Technical Requirements

· 4K, 8K+ (6DoF) real time (volumetric)streaming, Immersive 360°Video (stereoscopic, 90+ FPS) ( MEC for video stitching is optional on 4K

· Directional audio, user point of view ( For real time chat, selectable viewpoints

· Integrated Videos and Communications ( RCS-based communication, supports delivery to all deployed smartphones as well as VR devices
Potential Challenges:

· Quality of avatars

· Synchronization of scene

· Quality of interactions

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· same as use case 6.3

· Social VR component and conversation

· Synchronized Playout of users in the same room


A.23
Use Case 22: 5G Online Gaming party
	Use Case Description: 5G Online Gaming party

	In an extension to use case 5 in Annex A.6 on Online Immersive Gaming experience, the users join a Gaming Party either physically or virtually in order to experience maximum and controlled user experience. There are two setups for the party:

· The friends connect to a common server through 5G that provides managed resources and access guarantees to meet their high-demand requirements for gaming.

· The friends meet physically and connect to an infrastructure using wireless 5G connection. The setup explores all options, including connecting to a centralized infrastructure, but also possibly connecting HMDs using device to device communication. 

The experience is improved and especially very consistent compared to best effort connections they had been used to before.

In a similar use case as presented during the 2nd XR Workshop, it is referred to as "City-wide multiplayer, immersive AR gaming action/adventure experience"

· User enters an outdoor geo-fenced space including parks & other activation sites for an AR gaming play experience.

· Once inside the geolocation, user opens app on 5G phone & goes through local matchmaking to join with other nearby players for co-operative experience.

· Players use AR wayfinding to head to the first dead drop. 

· User scans environment using AR Lens to uncover first clue and work alongside other players to solve AR puzzle to unlock the next level.

· The winners from the battle unlock AR Wayfinding for next location and next battle.

· At the final location, the remaining users confront final opponent and play AR combat mini game to defeat him and unlock exclusive content.

	Categorization

	Type: VR, AR
Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split, device-to-device
Device: HMD with a Gaming controller, AR glasses

	Preconditions

	· Gaming client is installed that permits to consume the game
· The application uses existing HW capabilities on the device, including game engines, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Connectivity to the network is provided.

· Connectivity can be managed properly

· Devices may connect using device-to-device communication

· Wayfinding and SLAM is provided to locate and map to the venue in case of AR

· AR and AI functionalities are provided for example for Image & Object Recognition, XR Lighting, Occlusion Avoidance, Shared Persistence

	Requirements and QoS/QoE Considerations

	The requirements are similar to what is discussed in use case 6.25.

	Feasibility

	Feasibility follows the previous discussions. However, a 5G Core Architecture that would provide such functionalities, would be needed. In addition, authentication for such "5G parties" is needed.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Network conditions that fulfill the QoS and QoE Requirements 

· Content Delivery Protocols

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network

· TR 22.842 [6] provides a gap analysis in clause 5.3.6 that is in line with these needs

· Authentication to such groups

· Possible support for device-to-device communication
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	Caters for new TSG structure. Minor corrections.
	1.6.1

	2006-01
	Revision marks removed.
	1.6.2

	2008-11
	LTE logo line added, © date changed to 2008, guidance on keywords modified; acknowledgement of trade marks; sundry editorial corrections and cosmetic improvements
	1.7.0

	2010-02
	3GPP logo changed for cleaner version, with tag line;
LTE-Advanced logo line added;
 © date changed to 2010;
editorial change to cover page footnote text;
trade marks acknowledgement text modified;
additional Releases added on cover page;
proforma copyright release text block modified
	1.8.0

	2010-02
	Smaller 3GPP logo file used.
	1.8.1

	2010-07
	Guidance note concerning use of LTE-Advanced logo added.
	1.8.2

	2011-04-01
	Guidance of use of logos on cover page modified; copyright year modified.
	1.8.3

	2013-05-15
	1. Changed File Properties to MCC macro default 
2. Removed R99, added Rel-12/13

3. Modified Copyright year

4. Guidance on annex X Change history


	1.8.4

	2014-10-27
	Updated Release selection on cover. In clause 3, added "3GPP" to TR 21.905.
	1.8.5

	2015-01-06
	New Organizational Partner TSDSI added to copyright block.
Old Releases removed.
	1.9.0

	2015-12-03
	Provision for LTE Advanced Pro logo 
Update copyright year to 2016
	1.10.0

	2016-03-08
	Standarization of the layout of the Change History table in the last annex.(Unreleased)
	1.11.0

	2016-06-15
	Minor adjustment to Change History table heading
	1.11.1

	2017-03-13
	Adds option for 5G logo on cover
	1.12.0

	2017-05-03
	Smaller 5G logo to reduce file size
	1.12.1
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