3GPP TR 23.778 V0.3.0 (2018-05)
Technical Report

3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;
Study on MC services access aspects 
(Release 16)
[image: image1.jpg]s




[image: image2.png]=

A GLOBAL INITIATIVE




The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Report is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

Keywords

<keyword[, keyword]>

3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2018, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).

All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners

GSM® and the GSM logo are registered and owned by the GSM Association

Contents

4Foreword

Introduction
4
1
Scope
5
2
References
5
3
Definitions, symbols and abbreviations
5
3.1
Definitions
5
3.2
Symbols
6
3.3
Abbreviations
6
4
Key issues
6
4.1
General access related key issues
6
4.1.1
Key issue #- <Key issue title>
6
4.1.1.1
Description
6
4.2
IOPS related key issues
6
4.2.1
Key issue 2-1 MC system configuration data synchronization
6
4.2.1.1
Description
6
4.2.2
Key issue 2-2 MC service client configuration for IOPS
6
4.2.2.1
Description
6
4.2.3
Key issue 2-3 on how to handle an MC UE switching to/from an IOPS MC system
7
4.2.3.1
Description
7
4.2.4
Key issue 2-4 IOPS architecture
7
4.2.4.1
Description
7
4.2.5
Key issue #- <Key issue title>
7
4.2.5.1
Description
7
4.3
Gateway UE related key issues
8
4.3.1
Key issue #- <Key issue title>
8
4.3.1.1
Description
8
5
Architectural requirements
8
5.1
General access related requirements
8
5.2
IOPS related requirements
8
5.3
Gateway UE related requirements
8
6
Solutions
8
6.1
Solution 1: UE and user data synchronization
8
6.1.1
Description
8
6.1.2
Impacts on existing nodes and functionality
10
6.1.3
Solution evaluation
10
6.2
Solution 2: Functional model for IOPS based on a switchable standalone MC system
11
6.2.1
Description
11
6.2.2
Solution evaluation
11
6.3
Solution 3: Functional model for IOPS based on an always-on partner MC system
12
6.3.1
Description
12
6.3.2
Solution evaluation
12
7
Overall evaluation
13
8
Conclusions
13
Annex A: Change history
14






































Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

Editor's Note:
The need for an introduction of the TR is FFS.
1
Scope

This technical report is a study of mission critical service access aspects. The present document identifies architecture enhancements needed to support mission critical services delivered over IOPS or with gateway UEs, based on the stage 1 requirements, including 3GPP TS 22.179 [2], 3GPP TS 22.280 [3], 3GPP TS 22.281 [4], 3GPP TS 22.282 [5] and 3GPP TS 22.346 [6].
This document provides recommendations for normative work.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 22.179: "Mission Critical Push to Talk (MCPTT); Stage 1".
[3]
3GPP TS 22.280: "Mission Critical Services Common Requirements".

[4]
3GPP TS 22.281: "Mission Critical Video services".

[5]
3GPP TS 22.282: "Mission Critical Data services".

[6]
3GPP TS 22.346: "Isolated Evolved Universal Terrestrial Radio Access Network (E-UTRAN) operation for public safety; Stage 1".
[7]
3GPP TS 23.280 "Common functional architecture to support mission critical services; Stage 2"
[8]
3GPP TS 23.282 "Functional architecture and information flows to support Mission Critical Data (MCData); Stage 2"
[9]
3GPP TS 23.379: "Functional architecture and information flows to support Mission Critical Push To Talk (MCPTT); Stage 2"
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

IOPS MC system: The collection of applications, services and enabling capabilities that provides MC services in an IOPS network.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

IOPS
Isolated E-UTRAN Operations for Public Safety

4
Key issues

4.1
General access related key issues
4.1.1
Key issue #- <Key issue title>

4.1.1.1
Description

Editor's Note: Describe the key issue (i.e. problem statement), including technical constraints and interpretations.

4.2
IOPS related key issues
4.2.1
Key issue 2-1 MC system configuration data synchronization

4.2.1.1
Description

An MC service operating in an IOPS mode is completely or partly isolated from the network and application infrastructure normally utilized. This requires that MC system configuration data in the IOPS MC system needs to be up to date with MC system configuration data in the primary MC system. The invocation of the MC service in IOPS mode is in most scenarios unpredictable, which also stipulate strong requirements on data synchronization between the IOPS MC system and the primary MC system.

To define an efficient MC system configuration data synchronization process, the following areas should be further studied:

-
What parts of the MC system configuration data needs to be synchronized between the IOPS MC system and primary MC systems before, during and after operating in IOPS mode.
-
Triggers of data synchronizations

-
Service limitations due to data synchronization issues

4.2.2
Key issue 2-2 MC service client configuration for IOPS

4.2.2.1
Description

IOPS MC system is completely or partly isolated from the network and application infrastructure normally utilized. For the MC service client to access the IOPS MC system, the client shall be configured with access information (e.g. server addresses) of the IOPS MC system. This introduce challenges when configuring MC service clients with access information to all IOPS capable eNBs in a network.

To define procedures for MC service client and UE configuration of IOPS MC system access data, the following areas should be further studied:

-
What MC service client and UE data are required to be configured for accessing a IOPS MC system.

-
How should this configuration be done.

-
How to handle migrating users from partner system.

-
Any differences from a procedural perspective in IOPS mode due to backhaul failure or limited backhaul or in IOPS mode in nomadic deployments. 

4.2.3
Key issue 2-3 on how to handle an MC UE switching to/from an IOPS MC system

4.2.3.1
Description

IOPS MC system is completely or partly isolated from the network and application infrastructure normally utilized. When MC users are located within the coverage or in proximity of an eNB in IOPS mode, the MC users may experience an unpredictable user experience, if MC UEs are switching between the IOPS enabled eNB and an eNB that is connected to the primary MC system. 

This issue may be common when the IOPS enabled eNB is a macro site, and there are several smaller cells in the area of the coverage of the macro site. It is important to have a mechanism in place to get an optimize user experience when MC UEs are switching to and from the IOPS MC system.

Further study is needed to:

-
Optimize the benefit for mission critical functionality to MC UEs in overlapping primary MC system and IOPS MC system operational areas.

4.2.4
Key issue 2-4 IOPS architecture

4.2.4.1
Description

The IOPS MC system can be used through a local EPS both during backhaul failure as well as in nomadic deployment (e.g. in cell on wheel configuration). However, the IOPS MC system may be accessed by an MC UE both during IOPS operation mode and during non IOPS mode (i.e. this system may be operational already before entering IOPS mode) and in that scenario through the primary EPS or other access network. To support this, different architectural requirements and solutions should be evaluated.

Further study is needed to:

-
Evaluate different architecture alternatives for an IOPS MC system 

-
Define the functional model used in the IOPS MC system.

-
Conclude on architectural requirements for the IOPS MC system.

4.2.5
Key issue #- <Key issue title>

4.2.5.1
Description

Editor's Note: Describe the key issue (i.e. problem statement), including technical constraints and interpretations.

4.3
Gateway UE related key issues
4.3.1
Key issue #- <Key issue title>

4.3.1.1
Description

Editor's Note: Describe the key issue (i.e. problem statement), including technical constraints and interpretations.

5
Architectural requirements

5.1
General access related requirements

Editor's Note:
This subclause will describe general architectural requirements.

5.2
IOPS related requirements

This subclause defines the architectural and functional requirements related to MC services in IOPS mode.

[MCSAA-REQ-1] The following MCPTT features shall be supported in IOPS

-
MCPTT group call 

-
MCPTT emergency call

-
MCPTT private call

 [MCSAA-REQ-2] The following MCData features shall be supported in IOPS

-
MCData short data service
Editor's Note:
The list of features may be updated in the future.
[MCSAA-REQ-3] The MC services shall be supported in IOPS with no backhaul connectivity.

NOTE: Annex K in TS 23.401 does not specify any deployment option with limited backhaul. IOPS with limited backhaul is therefore subject for further work in SA2.

5.3
Gateway UE related requirements

Editor's Note:
This subclause will describe Gateway UE architectural requirements.

6
Solutions

6.1
Solution 1: UE and user data synchronization

6.1.1
Description

This solution addresses part of key issue 2-1 MC system configuration data synchronization. In the MC service configuration procedure as described in 3GPP TS 23.280 [7] subclause 10.1, the UE retrieves the initial UE configuration after the bootstrap. After the user authentication, the UE retrieves:

-
UE configuration

-
MC service user profile configuration 

-
Group configuration

The solution described in this clause covers the above configuration data with one exception. The Group configuration that resides in the group management system is not synchronized with this solution.

It is assumed that the initial UE configuration (e.g. APN details) can be kept as is and that there is no need to synchronize this data with the IOPS MC system. The initial UE configuration is provisioned by offline methods over reference point CSC-11.

It is assumed that the UE configuration data (e.g. MCPTT server URI) is of static nature and can be synchronized at system start up or reboot operation.

The MC service user profile data is dynamic data (e.g. contact lists) and may be updated daily which makes the synchronization of the data a challenge.

This solution proposes to synchronize the MC service user profile with the current (or IOPS tagged) profile that is currently active and downloaded in the MC service client. The procedure in figure 6.1.1-1 updates the MC service user profile for the MC service user in the IOPS MC system.
With this solution the MC service client is used to provide synchronization of the user data stored in the primary configuration management server with the configuration management server in the IOPS MC system. 

Pre-conditions:

-
The user must be defined in the IOPS MC system.

-
The MC service client is authenticated and authorized by the IOPS MC system.
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Figure 6.1.1-1: MC service user updates MC service user profile data to the MC IOPS system
1.
The configuration management client is triggered (e.g. by detecting an MC IOPS system) to store or update the MC service user profile data on the configuration management server in the MC IOPS system.

NOTE:
Step 1 could be triggered by the configuration management server.
2.
The configuration management client sends create or update MC service user profile data request to the configuration management server, which includes the MC service user profile data to be updated.

3.
The configuration management server stores the received MC service user profile data.

4.
The configuration management server sends update MC service user profile data response to the configuration management client to confirm the MC service user profile data update is complete.
To avoid user data conflicts between IOPS MC system and the primary MC system, changes to MC service user profiles should not be allowed during IOPS mode by the IOPS MC system.
There is one disadvantage of this solution. Some parameters in the MC service user profile are not known by the UE. It is proposed to not use these parameters in an IOPS MC system. In the current version of 3GPP TS 23.379 [9] the following parameters are not downloaded to the UE:

-
User profile status

-
Authorised to create and delete aliases of an MCPTT User and its associated user profiles.

-
Maximum number of simultaneously received group calls (Nc5)
-
Priority of the user for initiating/receiving calls

-
Authorisation to create a group-broadcast group

-
Authorisation to create a user-broadcast group

-
Authorisation to provide location information to other MCPTT users on a call when talking
-
Authorisation of an MCPTT user to request a list of which groups an MCPTT user has affiliated to
-
Authorisation to change affiliated groups of other specified user(s)

-
Authorisation to recommend to specified user(s) to affiliate to specific group(s)
-
Authorisation to query whether MCPTT User is available for private calls
-
Authorisation to restrict provision of private call set-up failure cause to the caller
-
Authorisation of an MCPTT user to cancel an emergency alert on any MCPTT UE of any MCPTT user

-
Authorisation for a MCPTT user to enable/disable an MCPTT user

-
Authorisation for an MCPTT user to (permanently /temporarily) enable/disable a UE

-
Authorisation to revoke permission to transmit

-
Maximum number of simultaneous transmissions received in one group call for override (N7)
-
Authorised to interrogate the functional alias(es) active for another MCPTT user

-
Authorised to take over a functional alias from another MCPTT user

Editor's note: How to handle the above parameters is FFS.
6.1.2
Impacts on existing nodes and functionality

Editor's Note: Capture impacts on existing 3GPP nodes and functional elements.

6.1.3
Solution evaluation

This solution does not prevent offline synchronization between MCPTT user databases or configuration management systems in primary MC system and IOPS MC system. The IOPS MC system has to validate service requests made by the MC UE against configuration data provided by the MC UE, which is a security concern as the system cannot prove whether the MC UE is requesting a service to which it is entitled.
6.2
Solution 2: Functional model for IOPS based on a switchable standalone MC system

6.2.1
Description

One solution for the architecture of IOPS MC system is to deploy a standalone system that is in standby during normal operations. The functional model of the IOPS MC system is illustrated in figure 6.2.1-1. The functional model includes the necessary functional entities for MC services in IOPS. The description of each functional entities is found in 3GPP TS 23.379 [9], 3GPP TS 23.280 [7] and 3GPP TS 23.282 [8].
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Figure 6.2.1-1: Functional model for an IOPS MC system during IOPS mode

The following parts have been removed in the IOPS MC system functional entities

-
Migration management server

-
Reference points to other MC services servers, group management server, configuration management server.

6.2.2
Solution evaluation

This solution would provide a minor deviation from the functional model in a primary MC system. A few functional entities and reference points can be removed since they are not needed in the IOPS MC system. User and service data synchronization must be performed in all nodes that include permanent data.

The storage of duplicate configuration and security parameters in the IOPS MC system may cause security concerns.
6.3
Solution 3: Functional model for IOPS based on an always-on partner MC system

6.3.1
Description

One solution for the architecture of IOPS MC system is to have a fully functional and active MC system used during normal operations as a partner system to which the users may migrate based on MC service provider policies. The functional model of the IOPS MC system is illustrated in figure 6.3.1-1. For simplicity some of the internal reference points are not illustrated in the figure.
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Figure 6.3.1-1: Functional model for an IOPS MC system based on migration of users

In this functional model the users may be migrated based on the UE location and the MC service provider policy, and by that receive the MC services from the IOPS MC system. This takes place prior that the IOPS mode is triggered by backhaul failure.
6.3.2
Solution evaluation

This solution provides a minor deviation from the functional model in a primary MC system. A few functional entities and reference points can be removed since they are not needed in the IOPS MC system. The users using the IOPS MC system need to migrate to the IOPS MC system prior to the transition to IOPS mode. User and service data synchronization is limited to users that have migrated to the IOPS MC system prior to a backhaul failure. There may be an issue in providing service to users who are not configured in the IOPS MC system, or who have not migrated to the IOPS MC system prior to the backhaul failure as their configuration data will not be accessible during the backhaul failure. This solution is not the preferred solution in a nomadic deployment.







7
Overall evaluation

Editor's Note: This clause will provide evaluation of different solutions.

8
Conclusions

Editor's Note: This clause is intended to list conclusions that have been agreed during the course of the study item activities. This should also capture the guiding principles and documentation approach for creating CRs to normative specifications within the responsibility of SA6.
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