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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc515658752]
1	Scope
Low latency user plane radio links are substantially enhanced by 3GPP's NR and E-UTRAN radio technologies in Release 15. Mobility remains one of the key differentiators between 3GPP's technologies and other systems (e.g. systems that use unlicensed radio, or fixed networks). Hence it is important to network operators that mobility is effectively supported for the enhanced, low latency radio features.
As the Release 15 RAN enhancements are targeted at around 1 ms one-way radio interface latencies, this TR looks at architectural enhancements and solutions for networks where the transmission latency between the radio base station site and SGi can be around 0.1 ms to 1 ms latency (c.f. 20-200km of speed of light delay in optic fibre).
This Technical Report investigates the enhancement of EPC for low latency communication including device mobility, using the CUPS architecture (TS 23.214, [2]) and by identifying solutions based on EPC functionality (TS 23.401, [3]) in the following area:
-	improvements to enable low latency following UE mobility and, possibly, following the activation of a service requiring low latency.
The aim is to retain the single SGW-C per UE concept but utilise SGW-C's "independent SGW-U per PDN connection" concept and expect to base on a "make before break" PDN connection mobility concept (with UE IP address change). To deliver low latency it is anticipated (but not mandated) that most solutions will use a combined S/PGW(-U). Anticipated investigations include:
-	whether to initiate "make before break" from e.g. MME or PCRF,
-	the need for e.g. PGW-C to PCRF interface extensions to support "make before break" PDN connection mobility (and if needed to support this, e.g. MME-SGW-PGW interface extensions).
Possible intermediate versions of the solutions may be maintained in this Technical Report.
[bookmark: _Toc515658753]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.214: "Architecture enhancements for control and user plane separation of EPC nodes; Stage 2".
[3]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
[4]	3GPP TS 29.303: "Domain Name System Procedures; Stage 3".
[5]	3GPP TS 23.502: "Procedures for the 5G System; Stage 2".
[6]	3GPP TS 29.274: "3GPP Evolved Packet System (EPS); Evolved General Packet Radio Service (GPRS) Tunnelling Protocol for Control plane (GTPv2-C); Stage 3".
[7]	3GPP TS 29.335: "User Data Repository Access Protocol over the Ud interface; Stage 3".
[bookmark: _Toc515658754]3	Definitions, symbols and abbreviations
[bookmark: _Toc515658755]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc515658756]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc515658757]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
Abbreviation format (EW)
<ACRONYM>	<Explanation>

[bookmark: _Toc515658758]4	Architectural Requirements, Assumptions and Baseline
Editor's note:	This clause will list general architectural assumptions and principles for this study.
[bookmark: _Toc515658759]4.1	Architectural Requirements
Editor's note:	This clause will define the architectural requirements.
1)	To support the Release 15 low latency radio capabilities (c.f. 1 ms one way delays), the server supporting the UE's applications needs to be kept geographically close to the UE, e.g. within a transmission latency of 0.1 ms to 1 ms from the radio base station site.
[bookmark: _Toc515658760]4.2	Architectural Baseline
NOTE:	This clause may identify some architectural aspects that can assist with solutions. This is not intended to be a complete set of functionality, nor do the features have to form components of any selected solution.
1)	In line with TS 23.214 [2], at activation time, the user plane functions inform the control plane functions of their capabilities. The user plane function then obeys commands (compliant with the user plane function's capabilities) issued by the control plane function.
2)	The MME selects the SGW(-C) or S/PGW(-C) based on APN and other criteria as specified in TS 23.401 [3] and TS 29.303 [4].
3)	User Location Information reporting is a tool that solutions may use to keep the PCRF updated with the UE's location (e.g. cell ID).
[bookmark: _Toc515658761]4.3	Architectural Assumptions
Editor's note:	This clause will define the underlying architectural assumptions.
1)	The low latency targets of the study can be supported with solutions where the trigger sent to the UE to establish the "make before break" PDN connection is delivered after the mobility event (handover) to target eNB takes place.
NOTE:	This assumption means that transient delays can be afforded since the UE can be temporarily connected to a "suboptimal" PGW until the handover is completed.
2)	The node that is triggering the "make before break" does not need to do so before Handover completion nor does it need to predict the Handover target.
3)	The PDN connections that require very low latency have different APNs to other PDN connections.
4)	All the EPC supported PDN types (IPv4, IPv6, IPv4v6, non-IP) are supported for the "make before break" PDN connection used for low latency communication.
5)	Support for IPv6 multi-homing within the same PDN connection is not in scope of this study item.
6)	Application on UEs that use the low latency APN are able to handle change in IP address and switch traffic from old PDN connection to new one.
7)	LLC is expected to be applicable to non-roaming and local breakout roaming scenarios. If an operator would like to achieve LLC for home routed roaming, it’s assumed that HPLMN’s PGW-U, even though being in the HPLMN from an administrative perspective, is deployed in the geographical area of the VPLMN and thus can be close to the UE, and the HPLMN’s PGW-C understands the user location information provided by the VPLMN.

[bookmark: _Toc515658762]5	Key Issues
[bookmark: _Toc515658763]5.1	Key Issue 1: How to detect the activation of a service requiring low latency user plane support
[bookmark: _Toc515658764]5.1.1	Description
Some applications on a UE using an established PDN connection may be better served by very low latency user plane connections.
How to react to the detection of the usage of these applications needs to be investigated.
[bookmark: _Toc515658765]5.2	Key Issue 2: How to detect that UE mobility requires the re-location of a user plane function
[bookmark: _Toc515658766]5.2.1	Description
UE mobility can result in the existing user plane functions no longer providing low latency user plane connections.
How to use User Location Information reports to determine that the UE's user plane function is no longer the preferred one, and, how to then select the new user plane function needs to be investigated.
[bookmark: _Toc515658767]5.X	Key Issue X: <Key Issue Title>
[bookmark: _Toc515658768][bookmark: _Hlk500943653]5.X.1	Description
Editor's note:	This clause provides a short description of the key issue.

[bookmark: _Toc515658769]6	Solutions
Editor's note:	This clause is intended to document the agreed architecture solutions. Each solution should clearly describe which of the key issues it covers and how.
[bookmark: _Toc515658770]6.1	Solution #1: A posteriori make-before-break PDN connection mobility initiated by MME
[bookmark: _Toc515658771]6.1.1	Introduction
The solution addresses Key Issues #1 and#2.
[bookmark: _Toc515658772]6.1.2	Functional Description
This solution assumes that the establishment of a new PDN connection for make-before-break PDN connection mobility is initiated by the MME after the UE mobility event i.e. it is assumed that there is no need for anticipated establishment of new PDN connection(s) ahead of UE mobility.
Regarding Key Issue #1 (How to detect the activation of a service requiring low latency user plane support) this solution assumes that the services requiring low latency user plane support are configured to request and use a specific APN. All traffic associated with an APN for low latency service receives the same treatment from the perspective of make-before-break PDN connection mobility.
Regarding Key Issue #2 (How to detect that UE mobility requires the re-location of a user plane function) this solution assumes that the MME is configured to know the PGW "service areas" for low latency service APNs.
[bookmark: _Toc515658773]6.1.3	Procedures
Depicted in Figure 6.1.3-1 is a possible procedure for "make-before-break" PDN connection mobility in EPS. It is based on the 5G System procedure for SSC mode 3 PDU Session Anchor change with multiple PDU Sessions (TS 23.502 [5] clause 4.3.5.2).
The procedure is triggered by the MME in order to change the PGW for a UE in "make-before-break" manner. This procedure releases the existing PDU connection associated with an old PGW (i.e. PGW1 in Figure 6.1.3-1) after having established a new PDU connection to the same data network with a new PGW (i.e. PGW2 in Figure 6.1.3-1), which is controlled by the same MME.


Figure 6.1.3-1: "Make-before-break" PDN connection mobility
1.	User plane data are forwarded via SGW1 and PGW1.
2.	Due to UE mobility the MME relocates the SGW function to SGW2 while keeping PGW1.
3.	User plane data are forwarded via SGW2 and PGW1.
4.	The MME determines that the serving PGW (PGW1) needs to be changed.
5.	The MME forwards a NAS message (EPS Bearer ID, Cause, PDN connection Release timer) to the UE where EPS Bearer ID indicates the existing PDN connection to be relocated and Cause indicates that a PDN connection establishment to the same data network is required.
	The release timer value indicates how long the network is willing to maintain the PDN connection.
6.	Upon reception of the NAS indication the UE initiates a PDN connection establishment to the same APN. The MME knows that this PDN connection establishment is related to the NAS indication that it has provided to UE in step 5 and selects PGW2 which is geographically closer to the UE location (e.g. collocated with SGW2) and completes the establishment of the new PDN connection.
7.	After establishment of the new PDN connection the UE forwards new flows via the new PDN connection (SGW2-PGW2 user plane path), whereas existing traffic flows are forwarded via the old PDN connection (SGW2-PGW1 user plane path). The UE may also proactively move existing flows (where possible) from the old to the new PDN connection.
8.	The old PDN connection is released either by the UE before the timer provided in step 5 expires (e.g. once the UE has consolidated all traffic on the new PDN connection or if the old PDN connection is no more needed) or by the MME upon expiry of this timer.
Depicted in Figure 6.1.3-2 is the same procedure when CUPS is used in EPC.


Figure 6.1.3-2: "Make-before-break" PDN connection mobility with CUPS
1.	User plane data are forwarded via S/PGW-U1.
2.	The MME determines that the serving S/PGW-U (S/PGW-U1) needs to be changed.
3-4.	Same as steps 5-6 in Figure 6.1.3-1.
5.	After establishment of the new PDN connection the UE forwards new flows via the new PDN connection (P/SGW-U2 user plane path), whereas existing traffic flows are forwarded via the old PDN connection (P/SGW-U1 user plane path). The UE may also proactively move existing flows (where possible) from the old to the new PDN connection.
6.	Same as step 8 in Figure 6.1.3-1.
[bookmark: _Toc515658774]6.1.4	Impacts on existing entities and interfaces
This solution assumes that the MME is configured to know the PGW "service areas" for specific APNs.
The NAS protocol needs to be enhanced to support the new indication(s) (refer to step 5 in Figure 6.1.3-1 or step 3 in Figure 6.1.3-2).
The UE needs to process the new downlink NAS indication and trigger a new PDN connection.
The MME needs to keep track that it has sent a NAS indication to the UE in order to do a new PGW selection for a second PDN connection establishment to the same APN (rather than re-using the existing PGW).
No other impact on existing interfaces has been identified.
[bookmark: _Toc515658775]6.1.5	Evaluation
The solution is similar to the SSC mode 3 functionality in the 5G System (refer to TS 23.502 [5] clause 4.3.5.2 but the need for PDU Session Anchor relocation is determined by the EPC's mobility management function rather than the EPC's session management logic in the "home" part of the PLMN.
The solution supports PCRF relocation (if needed).
The solution supports roaming scenarios, provided that the VPLMN is configured with the information on low-latency APNs and the PGW "service areas" (e.g. this may be the case when using Local Break Out).
The make-before-break operation in this solution is determined based solely on the APN and UE location i.e. it does not take into account the dynamic establishment or release of service data flows requiring low-latency handling.

[bookmark: _Toc515658776]6.2	Solution #2: Low latency PDN Connection mobility initiated by PGW
[bookmark: _Toc515658777]6.2.1	Introduction
The solution addresses Key Issue #2 and Key Issue of creation of make-before-break PDN connection.
[bookmark: _Toc515658778]6.2.2	Functional Description
This solution assumes that the establishment of a new PDN connection for both (a) make-before-break and (b) make-after-break PDN connection mobility is initiated by the PGW-C after the UE mobility event. The (b) make-after-break uses existing Rel-15 EPC signalling, whereas (a) make-before-break requires modifications to existing EPC specifications.
An example deployment to which both the solutions apply is the shown in the figure below.


Figure 6.2.2-1: Architecture of LLC Data network
The key features of the architecture are as follows:
-	There is a central data-center and multiple (two shown in the figure above) edge data-centers. The edge data centers are located physically close to the RAN.
-	The mobile has two PDN connections. One PDN connection is to application that is only located in central data center (eg. IMS). The other PDN connection (low latency connection) is to a data network that has both central and edge servers.
-	For the LLC data network, the mobile may communicate with multiple servers in the data network where some servers are in the central data center and others in the edge data centers (e.g. CDN network where the manifest may be provided by central server and video served from the edge servers). The mobile is able to reach all the server in the LLC data network, irrespective of the breakout point. Which of the servers the mobile communicates with is out of scope. When the UE gets a new IP address, the application is able to determine and provide services to the UE from servers in the same data-center where the UE's IP address is. How this is done is out-of-scope of this specification and 3GPP.
[bookmark: _Hlk507709615]-	The eNBs that have S1-U connection to S/PGW-U located at edge data-center can be configured as belonging to separate "Presence Reporting Areas (PRAs)" (see TS 23.401 [3]). So, in the figure above eNBs in TAI#1 and TAI#2 are in PRA-1 (connected to Edge data center 1) and eNBs in TAI#3 are in PRA2 (connected to Edge Data Center 2).
-	The Rx interface in this solution is between AF-C and PCRF even when the UE's IP address is allocated by the PGW at an edge data-center. This assumes that any service information request on Rx is sent from the AF-C to the PCRF.
[bookmark: _Toc515658779]6.2.2.1	Determination at S/PGW-C that a PDN Connection is subject to LLC
The S/PGW-C can determine that a PDN Connection is subject to LLC, based on the following:
1.	Specific APNs are configured to be LLC APNs. Thus, there is configuration in S/PGW-C that indicates which APNs are for LLC. This configuration is only needed in the HSS and PGW-C.
[bookmark: _Toc515658780]6.2.2.2	Determining at S/PGW-C when S/PGW-U needs to be relocated for LLC PDN Connection
The determination at S/PGW-C that the user-plane should be relocated after mobility, which means a new PDN connection to same APN is to be established is based on one of the following options:
1.	ULI or PRA reporting is configured for the UE: The PGW-C can request MME to do location (eNB ID) or PRA reporting at PDN Connection Establishment or via PDN Connection Modification as specified in TS 23.401 [3]. When a UE moves to a new eNB or PRA, since ULI or PRA reporting is turned on for the UE, the PGW-C receives the Id of the eNB serving the UE from the MME in Modify Bearer Request, or receives the status of PRA. The PGW-C has a mapping from eNB IDs or PRA to S/PGW-U and determines, e.g. based on APN of the UE, that for the particular PDN Connection, the S/PGW-U should be relocated.
NOTE 1:	When SGW-C and PGW-C are combined node, eNB ID (and TAI) reporting is piggybacked on path-switch signalling and does not result in additional signalling (on S5) to the PGW.
NOTE 2:	When SGW-C and PGW-C are combined node, and if the PGW-C already has the information of eNB IP address depending on implementation, the PGW can be configured with mapping from eNB(s) IP address to PRA mapping. In this case ULI or PRA reporting is not needed.
2.	For each LLC APN, the PGW-C has configuration about which PRAs require change in S/PGW-U allocation. Different LLC APNs may have different configuration of which PRAs have edge S/PGW-U allocation (e.g. LLC APN-2 may not have an edge server in Data Center 2).
NOTE 3:	The PGW may be configured, or DNS may be configured, with this mapping from PRA to S/PGW-U for each LLC APN.
[bookmark: _Toc515658781]6.2.3	Procedures
Depicted in Figure 6.2.3-1 below is the procedure for "make-before-break" PDN connection mobility in EPS.


Figure 6.2.3-1: "Make-before-break" PDN connection mobility with CUPS
1.	UE Requested PDN Connectivity procedure or Attach with PDN Establishment from TS 23.401 [3] is performed with the APN set to LLC APN or alternatively UE can provide an additional parameter requesting for "make-before-break" for the PDN connection in the PCO which is transparently sent  to the PGW-C.
2.	User plane data are forwarded via S/PGW-U1.
3.	The UE moves (handover or idle-mode) to eNB that is in PRA1. The S/PGW-C is informed of this as stated in clause 6.2.2.2.
4.	The S/PGW-C determines that the serving S/PGW-U (S/PGW-U1) needs to be relocated and new PDN connection to same APN created.
5-10.	Steps are the same as steps 2-9 of TS 23.401 [3] clause 5.4.3 PDN GW initiated bearer modification without bearer QoS update" for the case to providing PCO to the UE, with the following modifications:
-	The S/PGW-C in Step 5 sends an Update Bearer Request (EPS Bearer ID, PCO (PDN connection Release timer)) to the MME where EPS Bearer ID indicates the existing PDN connection to be relocated and PCO indicates that a PDN connection establishment to the same data network is required.
	The release timer value indicates how long the network is willing to maintain the PDN connection.
-	The UE on reception of Step 7, parses the PCO and determines that it needs to setup a new PDN connection to the same APN.
11.	The UE initiates a PDN connection establishment to the same APN as specified in clause 5.10.2 of TS 23.401 [3]. The trigger for the establishment of the new PDN connection is the received PCO in Step 7. The UE in the PCO also includes the default EPS Bearer ID of the existing PDN connection to the same APN, i.e. the PDN connection in which the PCO was received in step 7. The MME selects the same S/PGW-C as the one serving the UE for the APN completes the establishment of the new PDN connection, the S/PGW-C selects S/PGW-U that is closer to the UE. This determination is based on functionality described in clause 6.2.2.1 and 6.2.2.2 and based on the old default EPS bearer ID in the PCO. The UE is assigned a new IP address.
12.	After establishment of the new PDN connection the UE forwards new flows via the new PDN connection (eNB-S/PGW-U2 user plane path), whereas existing traffic flows are forwarded via the old PDN connection (eNB-S/PGW-U1 user plane path). The UE may also proactively move existing flows (where possible) from the old to the new PDN connection. The UE can release the old PDN connection any time after the new PDN connection is established.
13.	The old PDN connection is released by the S/PGW-C after the timer provided in step 5 expires using the PDN-GW initiated EPS bearer deactivation procedure for the default and dedicated bearer of the PDN connection with S/PGW-U1 as specified in TS 23.401 [3].
14.	All traffic is sent via S/PGW-U2.
Depicted in Figure 6.2.3-2 below is the "make-after-break" PDN Connection Mobility in EPS. This procedure can be performed based on existing EPS specifications.


Figure 6.2.3-2: "Make-after-break" PDN connection mobility with CUPS
1.	UE Requested PDN Connectivity procedure or Attach with PDN Establishment from TS 23.401 [3].
2.	User plane data are forwarded via S/PGW-U1.
3.	The UE moves (handover or idle-mode) into eNB that is in PRA1. The S/PGW-C is informed of this as stated in clause 6.2.2.2.
4.	The S/PGW-C determines that the serving S/PGW-U (S/PGW-U1) needs to be relocated and new PDN connection to same APN created.
5.	The existing PDN connection is released by the S/PGW-C using the PDN-GW initiated EPS bearer deactivation procedure for the default bearer of the PDN connection with S/PGW-U1 as specified in TS 23.401 [3]. The PGW includes cause "Reactivation Requested" (clause 7.2.9.2, TS 29.274 [6]).
6.	The UE initiates a PDN connection establishment to the same APN either using UE requested PDN connection procedure specified in clause 5.10.2 of TS 23.401 [3] (if the UE has an existing PDN connection (e.g. to IMS) or UE does not have another PDN connection and network and UE support Attach w/o PDN connectivity) or UE detaches and performs Attach with PDN connection to the same APN (if UE did not have another PDN connection). The MME selects S/PGW-C for the APN. The S/PGW-C selects S/PGW-U that is closer to the UE. This determination is based on functionality described in clause 6.2.2.2. The UE is assigned a new IP address.
7.	All traffic is sent via S/PGW-U2.
[bookmark: _Toc515658782]6.2.4	Impacts on existing entities and interfaces
For make-before-break (Figure 6.3.3-1):
PGW:
-	Sending of new PCO in Update bearer to the UE to indicate the creation of new PDN Connection.
-	Based on PCO from UE in PDN connection Request, linking the new request to existing PDN connection.
UE:
-	Optionally, sending a "make-before-break" in PCO during PDN Connection Establishment to PGW.
-	Processing of new PCO to trigger a new PDN connection.
[bookmark: _Toc515658783]6.2.5	Evaluation
The “make before break” solution is similar to the SSC mode 3 functionality in the 5G System (refer to TS 23.502 [5] clause 4.3.5.2), with the difference being that the logic for PGW-U relocation uses configuration data within the PGW-C. 
The solution can respond to mobility of the UE, but not to the use/non-use of an application that requires low latency.
The solution supports roaming with Local BreakOut.
There is no MME impact.

[bookmark: _Toc515658784]6.3	Solution #3: PCRF initiated S/PGW-U change based on detection of applications requiring low latency
[bookmark: _Toc515658785]6.3.1	Introduction
The solution addresses Key Issue #1 "How to detect the activation of a service requiring low latency user plane support". It uses components from Solution 6.2 "Low latency PDN Connection mobility initiated by PGW".
This solution targets the use case where an operator has much of their (legacy) SGi-LAN infrastructure centralized and only wishes to use the limited capacity of "Edge" SGi-LAN infrastructure when the UE is actually using an application that will benefit from the low user plane latency.
[bookmark: _Toc515658786]6.3.2	Functional Description
The MME uses the APN to select a combined S/PGW-C.
The operator has prior knowledge of which applications (and which UEs) they want to provide with very low latency.
When the application detection is performed in the TDF, the PCRF requests the TDF to detect when a UE is using those applications. Upon the reporting of the detection of the application, the PCRF requests the PGW-C to use the low latency S/PGW-U for the new IP-CAN session.
When the application detection is performed in the PCEF, the PCRF installs a PCC Rule including the SDF templates and an indication that the SDF requires a LLC PDN connection. Upon the detection of the SDF in the PCEF, the PGW-C checks if a new PDN Connection establishment for a LLC PGW-U that may be collocated with a SGU-U should be triggered.
NOTE:	there is additional signaling between PGW-C and PGW-U (or between TDF-C and TDF-U) to set up the application detection in the user plane node, and to report the detection of the application's usage to the control plane node.
In both scenarios listed above, the S/PGW-C uses User Location Reporting/Presence Reporting Area to know the UE's current location, and then uses its DNS to determine the correct S/PGW-U. If a change of S/PGW-U is needed, the relevant components of the procedure in Solution 6.2 "Low latency PDN Connection mobility initiated by PGW" can be used to cause the UE to establish a new PDN connection. When the new PDN connection establishment request arrives at the PGW-C, the PGW-C contacts the PCRF; the PCRF sends the indication to use a LLC PGW-U; and the PGW-C uses the UE location, locally configured information, etc, to select the low latency PGW-U, that may be collocated with SGW-U.
Note that the mechanisms used by the UE to move existing traffic flows from one IP address/prefix to another one are not considered in this solution and also are outside the scope of this key issue.

[bookmark: _Toc515658787]6.3.3	Procedure
This solution describes a triggering mechanism that, after triggering, can then utilize the components in Solution 6.2 "Low latency PDN Connection mobility initiated by PGW" to move the S/PGW-U. The solution comprises the following steps:


Figure 6.3.3-1: PCC information flow to request a LLC PDN connection when a LLC application starts
1)	At PDN connection establishment prior to PGW-U selection, the PGW-C contacts the PCRF (IMSI, APN). PCRF selection is based on the IMSI, APN. Assumption is that PCRF selection for the tuple (IMSI, APN) leads to the same PCRF, DRA may take into account the APN is LLC.
2)	"LLC required" is not set within the IP-CAN session information sent from the PCRF to the PCEF The PGW-C performs PGW-U selection taking into account that "LLC required" is not set.
3)	The PCRF retrieves subscription data from the SPR/UDR for that APN and that UE. For this solution, the APN/UE combination is tagged in the SPR/UDR for "application dependent low latency". An alternative is that the local configuration of the PCRF (e.g. based on the APN) is used to determine that "application dependent low latency" is needed. If application detection is performed in the TDF steps 4a, 5a and 6a are followed. If application detection is performed at the PCEF, steps 4b and 5b are followed.
4a)	The PCRF requests the TDF to detect (and report) when traffic for the low latency application is detected.
5a)	When the low latency application is detected, the TDF reports the event to the PCRF.
6a)	A new indication is sent by the PCRF to the PGW-C to request the use of the low latency S/PGW-U for that UE & PDN connection. IP-CAN session information "LLC required" set is sent to the PGW-C, description in step 7 follows.
4b)	The PCRF provisions a PCC Rule (SDF template, "indication LLC required") to instruct the PCEF to select a LLC PGW-U when a SDF matching the SDF is detected. The PCRF request the PCEF to report PCC Rule enforcement (LLC IP-CAN session).
5b)	When the low latency application is detected, step 7 follows.
7)	The PGW-C uses its DNS (or local configuration) to determine the appropriate S/PGW-U using APN and the UE's last reported eNB ID/TAI as inputs. This type of DNS enquiry is specified in clause 5.10 of TS 29.303 [4].
8)	If the DNS response (or use of the local configuration) indicates that a change of S/PGW-U is needed, then the relevant components of the procedures in Solution 6.2 "Low latency PDN Connection mobility initiated by PGW" are used to cause the UE to establish a new PDN connection. The PCEF(-C) reports to the PCRF that a LLC PDN connection was requested. The PCRF stores at the SPR that a LLC PDN connection for this IMSI, APN is required.
9)	Step 9a OR step 9b is performed
9a)	If "make before break" is used, the PDN connection establishment will be routed to the existing PGW-C, and the PGW-C can use this 'duplicate request' as the trigger to select the low latency S/PGW-U. This procedure might be made easier if a "token" is sent to the UE in the PCO and the UE returns the "token" in the PCO in the subsequent PDN establishment procedure.
9b)	If "break then make" is used, then the PDN connection is released.
In the subsequent PDN connection establishment the PCRF informs the PCEF that "LLC is Required" for the IP-CAN session. The PGW-C uses this indication as input for S/PGW-U selection. Then, the PCEF reports that the IP-CAN session is for LLC communication to PCRF, this triggers the removal of the indication stored in SPR.
The PCRF may request the TDF at the new S/PGW-U location to detect (and report) the sustained absence of traffic for the low latency application(s). Subsequently, the PCRF can indicate the absence of low latency traffic to the PGW-C (with a new indication in the IP-CAN session information), and the PGW-C can mark that PDN connection as suitable for being returned to a central S/PGW-U, e.g. in the situation that the low latency S/PGW-U becomes heavily loaded. When the application detection is performed at the PCEF(-C), the PCEF(-U) detects that the stop of the application and informs the PCEF-C. The PCEF-C then marks the PDN connection as suitable to being return to a central S/PGW-U.
The above description is depicted in the following information flow:


Figure 6.3.3-2: PCC information flow to request a non-LLC PDN connection when a LLC application stops
1)	Same as step 1 in Figure 1.
2)	Same as step 2 in Figure 1, except that the PCRF provides within the IP-CAN session information "LLC required" set to the PCEF(-C).
3)	Same a step 3 in Figure 1.
4)	PCEF-C reports that the IP-CAN session is for LLC communication.
5)	The PCRF removes the indication for LLC requested stored in SPR.
6a)	Same as step 4a in Figure 1. 
7a)	Same as steps 5a in Figure 1.
8a)	If the TDF reports starts of a service that requires LLC, the PCRF checks that the IPCAN session is LLC and in this case does not inform the PCEF(-C). If the TDF reports stop of a service that requires LLC communication and the IP-CAN session is reported LLC by the PCEF(-C), the PCRF sends to the PCEF-C an indication that the low latency S/PGW-U for that UE & PDN connection is not needed. IP-CAN session information "LLC required" not set is sent to the PGW-C, description in step 7 follows.
6b)	Same as step 4b in Figure 1.
7b)	When the low latency application is detected, the PCEF checks that the IP-CAN session is for LLC communication, no action is needed. When the low latency application stops, the PCEF decides if the PDN connection is moved to a different PGW-U.
9 and 10)	PGW-C may trigger set up of a PDN connection to a new PGW-U.
[bookmark: _Toc515658788]6.3.4	Impacts on existing entities and interfaces
a)	The SPR/UDR/PCRF needs to be configured with the list of services that require LLC communication per IMSI and APN. For the SPR/UDR case, the PCRF needs to understand the subscriber data it receives from the SPR/UDR. However, this is in line with the specification in TS 29.335 [7] for the operation of the Ud interface between UDR and PCRF.
b)	For step 6, a new indication on IP-CAN session level from PCRF-PCEF is needed as below:
Table 6.3.4-1: IP‑CAN session related policy information
	Attribute
	Description
	PCRF permitted to modify the attribute
	Scope

	LLC required
	Request a LLC IP-CAN session  
	Yes
	IP‑CAN session



The PCC Rule needs to be extended to include an indication that LLC is required for the SDF.
c)	The PGW-C needs to react to the new PCRF-PCEF indication (above), re-enquire to its DNS or use local configuration; and subsequently, potentially trigger a new PDN Connection Establishment to select a different S/PGW-U. The PGW-C needs to take into account the IP-CAN session indication "LLC required" set as input for PGW-U selection.
d)	In order to return the UE's S/PGW-U to a central location, traffic detection functionality is needed at the 'low latency' S/PGW-U location. This could be a standalone TDF or implemented within the PCEF of the S/PGW-U.
e)	The PGW-C also needs to store the information that the IP-CAN session indication "LLC required" is not set and then utilize it as input for PGW-U selection together with e.g. S/PGW-U load information to decide when to perform this movement back. 
f)	The PCRF needs to store in the SPR/UDR that LLC was required for the tuple (IMSI, APN).
g)	There is no MME impact. 
h)	The use of PCO in step 9a requires updates to EPC Session Management signalling and UE processing.
i)	The UE's application needs to handle the change of IP address.
[bookmark: _Toc515658789]6.3.5	Evaluation
The solution is similar to the SSC mode 3 functionality in the 5G System (refer to TS 23.502 [5] clause 4.3.5.2, with the difference being that the logic for PGW-U relocation uses the PCRF and PGW-C. 
The use of SPR/UDR permits PCRF relocation (if needed).
The solution supports roaming with Local BreakOut.
The solution is aware of the use (or non-use) of applications that require low latency. This avoids the PLMN needing to install 'low latency' GW capacity for all UEs that might, occasionally need low latency service.
There is no MME impact.
[bookmark: _Toc515658790]6.4	Solution #4: AF Control of Make-before-break PDN Connection
[bookmark: _Toc515658791]6.4.1	Introduction
The solution addresses Key Issue #2 and Key Issue of creation of make-before-break PDN connection. It is supplementary to Solution 3, where the AF triggers the IP address reallocation instead of the PGW.
[bookmark: _Toc515658792]6.4.2	Functional Description
An example deployment to which both the solutions apply is the shown in the figure below.


Figure 6.4.2-1: Architecture of LLC Data network
Details are described in clause 6.2.2.1. In addition to the description in clause 6.3.2.1, the following is assumed:
-	AF is aware that edge compute resources are available in PRA1 (edge data center 1) and PRA2 (edge data center 2) and that there is a PGW-U for breakout to the edge compute resources. 
Editor's note:	If is FFS how the AF is made aware of location corresponding to where edge compute resources are placed and there is a PGW-U for breakout to the edge compute resources.
[bookmark: _Toc515658793]6.4.3	Procedure
Depicted in Figure 6.4.3-1 below is the procedure for AF control of "make-before-break" PDN connection mobility in EPS.


Figure 6.4.3-1: "Make-before-break" PDN connection controlled by AF
1a-1d.	UE Requested PDN Connectivity procedure or Attach with PDN Establishment from TS 23.401 [3] is performed for LLC APN. The S/PGW-C selects a user-plane function S/PGW-U1 which is in the central data center. This establishes a PDN connection 1.
2a-2h.	The mobile communicated with AF. The AF creates an Rx session with the PCRF and subscribes to location update change notification for PRA-list. The PRA-list is the list of edge data centers.
3a-3e.	The UE moves (handover or idle-mode) to eNB that is in PRA1. The UE performs tracking area update. The MME then sends location update notification as described in TS 23.401 [3] to the S/PGW-C. The S/PGW-C further notifies the PCRF which then notifies the AF. 
4a-4b.	The AF determines that there are edge compute resources in PRA which can benefit from the UE having an IP address allocated from user-plane node in PRA1. The AF provides a new trigger to the PCR that the a LLC  is required for this service  This trigger is then provided to the S/PGW-C.
5.	Steps  5-13 from Figure 6.2.3.1 are performed where the PGW-C triggers a a new PDN connection  This establishes a PDN connection 2.
Editor's note:	It is FFS how to select a PGW-U based on PRA information.
	The PDN connection1 is released. The UE is assumed to switch application traffic from PDN connection1 to PDN connection 2.
6.	UL/DL traffic flows through S/PGW-U2.
The following steps are new:
1.	Step 2b, AF subscription to PRA changes.
2.	Step 4a and Step 4b, Provision of an indication that a LLC PGW-U should be allocated change anchor for the PDN Connection.
[bookmark: _Toc515658794]6.4.4	Impacts on existing entities and interfaces
Editor's note:	More impacts may still be identified.
Rx (AF and PCRF):
-	Subscription to PRA change location notification on Rx interface.
Gx:
-	Support of a request for LLC for this service.
PGW-U Selection:
-	PGW-U selection based on PRA-ID.
The Edge data centre needs to have sufficient capacity to host the “low latency application”.

[bookmark: _Toc515658795]6.4.5	Evaluation
Editor's note:	Extra evaluation aspects may still be added.
[bookmark: _Toc510607493]This approach is similar to the SSC mode 3 functionality in the 5G System (refer to TS 23.502 [5] clause 4.3.5.2), with the difference being that the AF contains the logic for triggering the process that may lead to PGW-U relocation.. 
This approach supports roaming with Local BreakOut.
This approach is able to support the use (or non-use) of applications that require low latency. This avoids the PLMN needing to install 'low latency' GW capacity for all UEs that might, occasionally need low latency service.
There is no MME impact.

[bookmark: _Toc515658796]6.5	Solution #5: Detection of application requiring low latency which leads to the addition of a user plane node as an Uplink Classifier
[bookmark: _Toc510607494][bookmark: _Toc515658797]6.5.1	Introduction
The solution addresses Key Issue #1 "How to detect the activation of a service requiring low latency user plane support". 
This solution targets the use case where an operator has much of their (legacy) SGi-LAN infrastructure centralized and only wishes to use the limited capacity of "Edge" SGi-LAN infrastructure when the UE is actually using an application that will benefit from the low user plane latency.
This solution aims to address the case where an operator wishes to provide this lower latency support using pre-Release 15 UEs.
NOTE:	In this solution, the UE is not expected to be informed of the addition (or removal) of the traffic breakout function at the additional user plane node. This may impact the continuity of ongoing application flows in the UE. Study of solutions to this aspect of this solution will be conducted under FS_5G_URLLC.

[bookmark: _Toc510607495][bookmark: _Toc515658798]6.5.2	Functional Description
The MME uses the APN and current cell-ID to select a combined S/PGW-C which is connected to a set of UPFs that, together, provide connectivity to all cells in the PLMN.
The operator has prior knowledge of which applications (and which UEs) they want to provide with very low latency. The operator has knowledge of which user plane functions can provide access to the servers for such low latency applications, and has provisioned this information in the S/PGW-Cs.
The PCRF requests application detection to detect when those UEs are using those applications. 
Upon the detection of the application (or detection of UE mobility), the S/PGW-C may decide to connect in an additional user plane node in between the RAN and the PGW-U. This user plane node is in a low latency location (closer to the UE location). This user plane node has SGW-U and PGW-U functionality, but appears as a SGW-U to the RAN and the PGW-U. When such a node is added, it is reported to the PCRF. 
While the PCRF does not interact with the SGW-C, the use of a combined S/PGW-C allows implementation specific mechanisms within the S/PGW-C to be used for any PCRF related actions needed to control an SGW-U. 
NOTE:	As the MME has selected a S/PGW-C that is connected to a set of UPFs that together cover the PLMN, there should be no need to support SGW-C relocation. 
The PCRF will provide the relevant rules to configure this user plane node to breakout the flows related to this application (along with related usage reporting). This requires this user plane node to have SGW-U capabilities and some PGW-U capabilities: but combined S/PGW-Us are supported by the Release 14 CUPS specifications.
Editor's note:	How PCRF provide the relevant rules to configure this user plane node is FFS.

[bookmark: _Toc510607496][bookmark: _Toc515658799]6.5.3	Procedure
This solution describes a triggering mechanism that, after triggering, can then add an appropriately located user plane node and provide it with traffic breakout rules.
The solution comprises the following steps:
1)	At PDN connection establishment, the S/PGW-C contacts the PCRF (IMSI, APN). 
2)	The PCRF contacts the SPR/UDR and the SPR/UDR downloads subscription policy data relevant for that APN and that UE. For this solution, the APN/UE combination is tagged in the SPR/UDR for "application dependent low latency". 
3)	The PCRF requests the S/PGW-C to activate User Location Reporting or Presence Reporting Area reporting. The PCRF requests the TDF/PCEF to detect when traffic for the low latency application is detected.
4) At detection of the low latency application (or UE mobility), the S/PGW-C uses its DNS (or local configuration) to determine the appropriate user plane function using APN and the UE's reported eNB ID/TAI as inputs. This type of DNS enquiry is specified in clause 5.10 of TS 29.303 [4].
5)	If the DNS response (or use of the local configuration) indicates that there is one or more better located user plane nodes, then the S/PGW-C may decide that the insertion of an additional user plane node is needed for low latency. In that case the S/PGW-C initiates the CUPS procedures for insertion of a user plane. The S/PGW-C sends a new message to the MME so that the MME sends an E-RAB modify message to the RAN to update the RAN with the new uplink transport address for that PDN connection. The S/PGW-C informs the original PGW-U of the downlink transport address for that PDN connection.
6) The S/PGW-C reports and requests session modification to the PCRF and new policies will be installed by the S/PGW-C in the new user plane node for diverting the low latency traffic; detecting the start/stop of the application traffic; and performing GTP-U forwarding for the other flows.
If no dynamic rules are used, the S/PGW-C will use locally configured rules.

After step 6, the S/PGW-C can return the PDN connection to the central S/PGW-U, at detection of application traffic stop and report it to PCRF, which will instruct new policies for the modified session. Typically, the PCRF would control this process by sending an appropriate rule (in step 6) to cause the detection of the traffic stop. 

[bookmark: _Toc510607497][bookmark: _Toc515658800]6.5.4	Impacts on existing entities and interfaces
Editor's note:	This clause is not necessarily complete.
a)	The SPR/UDR/PCRF needs to be configured with data as to which UEs and which APNs are tagged for "application dependent low latency" service. This is in line with the specification in TS 29.335 [7] for the operation of the Ud interface between UDR and PCRF.
b)	Potentially, new event trigger codepoint(s) needs to be defined (e.g. UE mobility with low latency application) on the PCRF-PCEF interface. 
There may be other Gx interface impacts, e.g. if dynamic rules are used for the configuration of the additional user plane node.
c)	The S/PGW-C needs to be configured with information related to which user plane functions have access to Application Servers deployed locally. 
The S/PGW-C needs internal functionality to react to the application usage and/or mobility events of low latency users potentially allocating an additional user plane node as an uplink classifier.
The S/PGW-C needs functionality to control multiple user plane nodes for that UE.
d)	In order to return the UE's S/PGW-U to a central location, application detection functionality is needed at the 'low latency' user plane node location. This could be a standalone TDF or implemented within the user plane node acting as PCEF.
e)	The additional user plane node may need additional functionality (compared to Rel 14 CUPS) to support the splitting of the uplink data flows (within one EPS bearer) between the local breakout and the GTP-U tunnel to the PGW-U.
	NAT functionality or some L2 enforcement of traffic is expected to be needed on the local breakout path from the additional user plane node. This may be new functionality compared to Rel 14 CUPS.
f)	at step 5, a new GTP-C message is needed in order for the S/PGW-C to inform the MME that the uplink transport address for that PDN connection has changed. MME functionality may be needed to generate the subsequent S1-AP E-RAB modification signalling.
g)	If the MME requests SGW relocation at some time after the insertion of the additional user plane node, the S/PGW-C treats the additional user plane node as a PGW-U for that procedure.
h)	the UE is not informed of the addition (or removal) of the traffic breakout function at the additional user plane node. This may impact the UE’s application, or may require a solution that impacts the UE.
NOTE:	Study of solutions to bullet h will be conducted under FS_5G_URLLC. 

[bookmark: _Toc510607498][bookmark: _Toc515658801]6.5.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.

[bookmark: _Toc515658802]6.X	Solution #X: <Solution Title>
[bookmark: _Toc515658803]6.X.1	Introduction
Editor's note:	This clause lists the key issue(s) addressed by this solution.

[bookmark: _Toc515658804]6.X.2	Functional Description
Editor's note:	This clause outlines solution principles and documents any assumptions made.

[bookmark: _Toc515658805]6.X.3	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.

[bookmark: _Toc515658806]6.X.4	Impacts on existing entities and interfaces
Editor's note:	This clause describes impacts to existing entities and interfaces.
[bookmark: _Hlk500857602]
[bookmark: _Toc515658807]6.X.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.

[bookmark: _Toc515658808]7	Evaluation
Editor's note:	This clause will provide a general evaluation of the solutions.

[bookmark: _Toc515658809]8	Conclusions
Editor's note:	This clause will capture conclusions from the study.

[bookmark: _Toc515658810][bookmark: historyclause]
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