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Foreword
[bookmark: introduction][bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: scope][bookmark: _Toc21087530][bookmark: _Toc23326063][bookmark: _Toc23517583][bookmark: _Toc23519135][bookmark: _Toc25971088][bookmark: _Toc25971333][bookmark: _Toc26360257][bookmark: _Toc26360326][bookmark: _Toc30639965][bookmark: _Toc31274569]
1	Scope
GSMA 5GJA has introduced in document NG.116 [3] the concept of Generic Network Slice Template (GST) from which several Network Slice Types (NESTs) can be derived by assigning values to applicable attributes defined in the GST.
This study aims at identifying the gaps that need to be filled in providing support in the specifications owned by SA WG2 for the Generic Network Slice Template (GST) attributes.
[bookmark: references][bookmark: _Toc21087531][bookmark: _Toc23326064][bookmark: _Toc23517584][bookmark: _Toc23519136][bookmark: _Toc25971089][bookmark: _Toc25971334][bookmark: _Toc26360258][bookmark: _Toc26360327][bookmark: _Toc30639966][bookmark: _Toc31274570]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System Architecture for the 5G System (5GS); Stage 2".
[3]	GSMA 5GJA NG.116: "Generic Network Slice Template".
[4]	3GPP TS 28.554: "Management and orchestration; 5G end to end Key Performance Indicators (KPI)".
[5]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services; Stage 2".
[bookmark: definitions][bookmark: _Toc21087532][bookmark: _Toc23326065][bookmark: _Toc23517585][bookmark: _Toc23519137][bookmark: _Toc25971090][bookmark: _Toc25971335][6]	3GPP TS 23.502: "Procedures for the 5G System; Stage 2".
[7]	3GPP TS 28.552: "Management and orchestration; 5G performance measurements".
[bookmark: _Toc26360259][bookmark: _Toc26360328][bookmark: _Toc30639967][bookmark: _Toc31274571]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc21087533][bookmark: _Toc23326066][bookmark: _Toc23517586][bookmark: _Toc23519138][bookmark: _Toc25971091][bookmark: _Toc25971336][bookmark: _Toc26360260][bookmark: _Toc26360329][bookmark: _Toc30639968][bookmark: _Toc31274572]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

[bookmark: _Toc21087534][bookmark: _Toc23326067][bookmark: _Toc23517587][bookmark: _Toc23519139][bookmark: _Toc25971092][bookmark: _Toc25971337][bookmark: _Toc26360261][bookmark: _Toc26360330][bookmark: _Toc30639969][bookmark: _Toc31274573]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc21087535][bookmark: _Toc23326068][bookmark: _Toc23517588][bookmark: _Toc23519140][bookmark: _Toc25971093][bookmark: _Toc25971338][bookmark: _Toc26360262][bookmark: _Toc26360331][bookmark: _Toc30639970][bookmark: _Toc31274574]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
GST	Generic Network Slice Template
NEST	Network Slice Type

[bookmark: clause4][bookmark: _Toc21087536][bookmark: _Toc23326069][bookmark: _Toc23517589][bookmark: _Toc23519141][bookmark: _Toc25971094][bookmark: _Toc25971339][bookmark: _Toc26360263][bookmark: _Toc26360332][bookmark: _Toc30639971][bookmark: _Toc31274575]4	Architectural Assumptions and Requirements
Editor's note:	This clause will list general architectural assumptions and principles for this study.
[bookmark: _Toc23519142][bookmark: _Toc25971095][bookmark: _Toc25971340][bookmark: _Toc26360264][bookmark: _Toc26360333][bookmark: _Toc30639972][bookmark: _Toc23517590][bookmark: _Toc31274576]4.1	Architecture Assumptions
The following architectural assumptions apply:
[bookmark: _Toc23519143][bookmark: _Toc25971096][bookmark: _Toc25971341]-	A NEST is applied to a Network Slice even when supported by multiple Network Slice instances.
-	It is not in the scope of this study to define a new Control Plane interface for the BSS domain.
-	It is assumed that the UE context in the AMFs and data stored in NFs involved with counting is kept in highly reliable storage that is robust to NF failure.
[bookmark: _Toc26360265][bookmark: _Toc26360334][bookmark: _Toc30639973][bookmark: _Toc31274577]4.2	Architectural Requirements
[bookmark: _Toc21087537][bookmark: _Toc23326070][bookmark: _Toc23517591]Solutions shall build on the 5G System architectural principles as in TS 23.501 [2], including flexibility and modularity for newly introduced functionalities.
[bookmark: _Toc23519144][bookmark: _Toc25971097][bookmark: _Toc25971342][bookmark: _Toc26360266][bookmark: _Toc26360335][bookmark: _Toc30639974][bookmark: _Toc31274578]5	Key Issues
[bookmark: _Toc16839376][bookmark: _Toc21087538][bookmark: _Toc23326071]Editor's note:	This clause will describe the key issues for the enhancement of Network Slicing.
[bookmark: _Toc23519145][bookmark: _Toc25971098][bookmark: _Toc25971343][bookmark: _Toc26360267][bookmark: _Toc26360336][bookmark: _Toc30639975][bookmark: _Toc23517592][bookmark: _Toc31274579]5.1	Key Issue #1: Support of network slice related quota on the maximum number of UEs
[bookmark: _Toc23519146][bookmark: _Toc25971099][bookmark: _Toc25971344][bookmark: _Toc26360268][bookmark: _Toc26360337][bookmark: _Toc30639976][bookmark: _Toc31274580]5.1.1	General Description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
Number of terminals
This attribute describes the maximum number of terminals that can use the network slice simultaneously.
Either Number of connections or Number of terminals shall be present.
Table 5.1.1-1: Number of Terminals Table
	Parameters
	

	Value
	Integer

	Measurement unit
	NA

	Example
	100 000 terminals
10 000 000 terminals (sensors)

	Tags
	Scalability attribute

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	X

	Optional
	



Additional information
	This is an important input to scale the network slice and provides enough resources to the network slice. It is a significant difference if the network slice is used to serve 10 users or 1 000 000 users simultaneously.
This key issue will study whether and how to support the quota on the maximum number of UEs concurrently registering for a network slice defined by an S-NSSAI. In particular, this KI will address:
-	How does 5GS know about the maximum number of UEs that the network slice can support? Which NF(s) need to know such quota?
-	How does 5GS know about the current number of UEs accessing the network slice? Which NF(s) need to know about this information?
-	Whether and how does 5GS enforce such quota when a UE registers for the network slice and that would cause the quota to be exceeded.
-	How does 5GS selectively enable this quota only for Network Slices that require it?
-	How does 5GS treat roaming UEs?
NOTE:	As part of study to this KI interactions with OAM, if any, will be determined.
[bookmark: _Toc23519147][bookmark: _Toc25971100][bookmark: _Toc25971345][bookmark: _Toc26360269][bookmark: _Toc26360338][bookmark: _Toc30639977][bookmark: _Toc31274581]5.2	Key Issue #2: Support of network slice related quota on the maximum number of PDU Sessions
[bookmark: _Toc23519148][bookmark: _Toc25971101][bookmark: _Toc25971346][bookmark: _Toc26360270][bookmark: _Toc26360339][bookmark: _Toc30639978][bookmark: _Toc31274582]5.2.1	General Description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
Number of connections
This attribute describes the maximum number of concurrent sessions supported by the network slice.
Table 5.2.1-1: Number of Connections Table
	Parameters
	

	Value
	Integer

	Measurement unit
	NA

	Example
	100 000 sessions
10 000 000 sessions

	Tags
	Scalability attribute

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	X

	Optional
	



This key issue will study whether and how to support the quota on the maximum number of PDU Sessions concurrently established within a network slice associated with all DNNs, defined by an S-NSSAI. In particular, this KI will address:
-	How does 5GS know about the maximum number of PDU Sessions that the network slice can support? Which NF(s) need to know such quota?
-	How does 5GS know about the current number of PDU Sessions being established in the network slice? Which NF(s) need to know about this information?
-	Whether and how does 5GS enforce such quota when a UE requests to establish a new PDU Session to the network slice and that would cause the quota to be exceeded, e.g., whether 5GS rejects, accepts without guarantee, or accepts with lower service quality? What is the mechanism needed in 5GS?
-	How does 5GS selectively enable this quota only for Network Slices that require it?
-	Roaming aspects shall be considered.
NOTE:	As part of study to this KI interactions with OAM, if any, will be determined.
[bookmark: _Toc23519149][bookmark: _Toc25971102][bookmark: _Toc25971347][bookmark: _Toc26360271][bookmark: _Toc26360340][bookmark: _Toc30639979][bookmark: _Toc31274583]5.3	Key Issue #3: limitation of data rate per network slice in UL and DL per UE
[bookmark: _Toc23519150][bookmark: _Toc25971103][bookmark: _Toc25971348][bookmark: _Toc26360272][bookmark: _Toc26360341][bookmark: _Toc30639980][bookmark: _Toc31274584]5.3.1	General description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
Maximum downlink throughput
This attribute describes the maximum data rate supported by the network slice per UE in downlink. These parameters could be used to offer different contract qualities like gold, silver and bronze.
Table 5.3.1-1: Maximum downlink throughput Table
	Parameters
	

	Value
	Integer

	Measurement unit
	kbps

	Example
	Bronze customer: 50 000 Kbps
Silver customer: 400 000 Kbps
Gold customer: 1 000 000 Kbps

	Tags
	Character attribute / Functional
KPI

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	

	Optional
	X



Maximum uplink throughput per UE
These parameters could be used in order to offer different contract qualities like gold, silver and bronze.
Table 5.3.1-2: Maximum uplink throughput per UE Table
	Parameters
	

	Value
	Integer

	Measurement unit
	kbps

	Example
	Bronze customer: 10 .000 Kbps
Silver customer: 100 000 Kbps
Gold customer: 200 000 Kbps

	Tags
	Character attribute /Performance
KPI

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	

	Optional
	X



There is no way for a PLMN to support per slice data rate limitation for a UE as so far it is possible to perform per PDU session (session-AMBR) or per UE data rate limitation (UE-AMBR, see TS 23.501 [2]), but not per network slice/UE.
This key issue shall study:
-	Whether and how to limit the data rate of UE for a Network Slice, ensuring that the aggregate of the PDU sessions that use the slice are rate limited to the rate defined for the Network Slice in DL and UL, including:
-	How to signal the rate limits.
-	Impact on subscription data.
-	Any RAN impacts shall be identified and alignment with RAN WGs shall be pursued if any impacts are identified.
[bookmark: _Toc25971104][bookmark: _Toc25971349][bookmark: _Toc26360273][bookmark: _Toc26360342][bookmark: _Toc30639981][bookmark: _Toc23519151][bookmark: _Toc31274585]5.4	Key Issue #4: Support for network slice quota event notification in a network slice
[bookmark: _Toc25971105][bookmark: _Toc25971350][bookmark: _Toc26360274][bookmark: _Toc26360343][bookmark: _Toc30639982][bookmark: _Toc31274586]5.4.1	General Description
This key issue will study whether and how to support event notifications regarding Network Slice related quotas. This key issue covers Network Slice related quotas defined in all KIs described in this TR, therefore, there will not be an independent solution to this key Issue for each of the KIs addressed in this TR.
In particular, this KI will address:
-	Whether and how an AF can request event notifications from 5GS and be notified by 5GS on quotas on network slice related attributes? E.g., notifying the AF whether a quota for certain attribute has reached a specified threshold, thereby allowing the AF to influence 5GS routing decisions.
NOTE:	As part of study to this KI interactions with OAM, if any, will be determined. 
[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc20227981][bookmark: _Toc25971106][bookmark: _Toc25971351][bookmark: _Toc26360275][bookmark: _Toc26360344][bookmark: _Toc30639983][bookmark: _Toc31274587]5.5	Key Issue #5: Dynamic adjustment to meet the limitation of data rate per network slice in UL and DL.
[bookmark: _Toc435670434][bookmark: _Toc436124704][bookmark: _Toc20227982][bookmark: _Toc25971107][bookmark: _Toc25971352][bookmark: _Toc26360276][bookmark: _Toc26360345][bookmark: _Toc30639984][bookmark: _Toc31274588]5.5.1	General description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
Maximum downlink throughput
This attribute defines the maximum data rate supported by the network slice in downlink. These parameters can be used to offer different network slice contract qualities level, e.g. Gold, silver and bronze which have different maximum throughput values.
Table 5.5.1-1: Maximum downlink throughput Table
	Parameters
	

	Value
	Integer

	Measurement unit
	kbps

	Example
	100 Mbps
20 Gbps

	Tags
	Scalability attributes
KP

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	X

	Optional
	



Maximum uplink throughput
This attribute defines the maximum data rate supported by the network slice in uplink. These parameters can be used to offer different network slice contract qualities level, e.g. Gold, silver and bronze which have different maximum throughput values.
Table 5.5.1-2: Maximum uplink throughput
	Parameters
	

	Value
	Integer

	Measurement unit
	kbps

	Example
	100 Mbps
20 Gbps

	Tags
	Scalability attributes
KP

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	X

	Optional
	



While it is possible for a PLMN to support per slice data rate limitation e.g. by configuration, In order to adhere to the GST parameters, the network may need to make adjustment to network to control aggregate traffic in UL and DL across the slice. e.g. trigger fairness across UE data rates in the PLMN when this limit of data rate is reached.
This key issue shall study:
-	Whether and how to adjust per UE data rate limits.
-	Whether and how to adjust total number of UEs operating in the slice.
Editor's note:	It is FFS whether this attribute will be used at the same time as the max number of UEs, max bit rate of per UE per slice.
-	Identify other network parameters need to adjust.
[bookmark: _Toc30639985][bookmark: _Toc25971108][bookmark: _Toc25971353][bookmark: _Toc26360277][bookmark: _Toc26360346][bookmark: _Toc31274589]5.6	Key Issue #6: Constraints on simultaneous use of the network slice
[bookmark: _Toc30639986][bookmark: _Toc31274590]5.6.1	General description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
Simultaneous use of the network slice
This attribute describes whether a network slice can be simultaneously used with other network slices.

	Parameters
	

	Value
	Integer

	Measurement unit
	NA

	
	0:	Can be used with any network slice

	
	1:	Can be used with network slices with same SST value

	Example
	2:	Can be used with any network slice with same SD value

	
	3:	Cannot be used with another network slice

	
	4-15:	Operator defined class

	Tags
	Character attribute / Functional



3GPP Rel-15 and Rel-16 specifications do not allow to enforce the constraints related to simultaneous usage of Network Slices, as defined in this attribute.
This key issue will study:
1)	How to enforce the constraints related to simultaneous usage of Network Slices in the UE and in the network, both in roaming and non-roaming scenarios.
2)	How to ensure that the identified enforcement solution does not negatively impact the network operations of Rel-15 and Rel-16 5GS deployments.
[bookmark: _Toc30639987][bookmark: _Toc6292995][bookmark: _Toc6292907][bookmark: _Toc9702789][bookmark: _Toc31274591]5.7	Key Issue #7: Support of 5GC assisted cell selection to access network slice
[bookmark: _Toc30639988][bookmark: _Toc31274592]5.7.1	General Description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
Radio spectrum
This attribute defines the radio spectrum supported by the network slice. This is important information, as some terminals might be restricted in terms of frequencies to be used.
Table 5.7.1-1: Radio Spectrum Table
	Parameters
	

	Value
	{String, String, String, …}

	Measurement unit
	NA

	Example
	n1
n77
n38

	Tags
	Scalability attribute

	
	

	Attribute Presence
	

	Mandatory
	

	Conditional
	

	Optional
	X



Additional information
This attribute simply tells which frequencies can be used to access the network slice. More detailed example of 5G NR operating bands is described in GSMA 5GJA NG.116 [3].
Today, the UE would have to attempt to select 5G-AN with no awareness as to whether a 5G-AN support a S-NSSAI till the S-NSSAI is allowed. We need to study whether and how to support S-NSSAI-aware 5G-AN selection.
This key issue will study how to select a particular cell that can be used to access the network slice(s) when the operator manages a different range of radio spectrums per network slice. In particular, this KI will address:
-	How does 5GS steer UEs to a 5G-AN (e.g. a specific frequency band) that can support the network slices that the UE can use.
-	What information does 5GS need to take a decision to steer UE to a proper 5G-AN.
-	What information should be provided to the UE to select a proper 5G-AN and how it is sent to the UE.
-	Any RAN impacts shall be identified and alignment with RAN WGs shall be pursued if any impacts are identified.
NOTE:	Work on this Key Issue depends on a LS exchange with SA WG1 and RAN WGs.
[bookmark: _Toc30639989][bookmark: _Toc31274593]5.8	Key Issue #8: Area of service: impact on PLMN selection in roaming
[bookmark: _Toc30639990][bookmark: _Toc31274594]5.8.1	General description
One of the attributes in the GST documented in GSMA 5GJA NG.116 [3] is the following:
	Area of service
	This attribute specifies the area where the terminals can access a particular network slice.
	Therefore, the attribute specifies the list of the countries where the service will be provided. The list is specific to NSPs and their roaming agreements.
If the list comprises more than one entry, roaming agreements between the HPLMN and the VPLMNs are required.
If a S-NSSAI of the HPLMN can only be used with certain PLMNs in a country where the UE is roaming, then before a certain S-NSSAI of the HPLMN can be used the UE should perform selection of one of these PLMNs. It is assumed that it is possible that:
1)	The Preferred PLMNs in the visited country are not necessarily capable to provide all the possible Network Slices the HPLMN is required to market to their customers.
2)	The PLMNs in the Preferred PLMNs list are not necessarily capable to provide ubiquitous 5GS coverage hence it is possible that the HPLMN has to use a non-preferred PLMNs in certain areas and not all of these PLMNs may support a desired Network Slice.
This key issue will study the handling in the system of S-NSSAIs of HPLMN that are available only on certain PLMNs.
Today, the UE would have to attempt to select PLMNs with no awareness as to whether a PLMN support a S-NSSAI of the HPLMN till the S-NSSAI is allowed in the PLMN or Configured NSSAI of the PLMN is provided. We need to study whether and how to support S-NSSAI-aware PLMN selection.
NOTE:	Work on this Key issue depends on a LS exchange with SA WG1 and CT WG1.
[bookmark: _Toc30639991][bookmark: _Toc31274595]5.X	Key Issue #<X>: <Key Issue Title>
[bookmark: _Toc500949092][bookmark: _Toc16839377][bookmark: _Toc21087539][bookmark: _Toc23326072][bookmark: _Toc23517593][bookmark: _Toc23519152][bookmark: _Toc25971109][bookmark: _Toc25971354][bookmark: _Toc26360278][bookmark: _Toc26360347][bookmark: _Toc30639992][bookmark: _Hlk500943653][bookmark: _Toc31274596]5.X.1	General Description
[bookmark: _Toc16839381][bookmark: _Toc21087540]
[bookmark: _Toc23326073][bookmark: _Toc23517594][bookmark: _Toc23519153][bookmark: _Toc25971110][bookmark: _Toc25971355][bookmark: _Toc26360279][bookmark: _Toc26360348][bookmark: _Toc30639993][bookmark: _Toc31274597]6	Solutions
[bookmark: _Toc23326074][bookmark: _Toc23517595][bookmark: _Toc23519154][bookmark: _Toc25971111][bookmark: _Toc25971356][bookmark: _Toc26360280][bookmark: _Toc26360349][bookmark: _Toc30639994][bookmark: _Toc16839382][bookmark: _Toc21087541][bookmark: _Toc31274598]6.0	Mapping Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
	Solution#'s
	Solution Titles
	Key Issue#'s

	1
	PCF measurement based Network Slice SLA control for Maximum Number of UEs parameter
	1

	2
	Max number of UEs per Network Slice control at registration
	1

	3
	[bookmark: _Toc25971112]AMF/NSSF based counting of UEs in a Network Slice
	1

	4
	NWDAF enhancements for supporting of network slice quota on the maximum number of UEs
	1

	5
	NWDAF enhancements for supporting of network slice quota on the maximum number of PDU Sessions
	2

	6
	PCF-based counting of PDU Sessions in a Network Slice
	2

	7
	Support of Network Slice SLA for Maximum Number of PDU sessions parameter
	2

	8
	AMF and O&M based solution
	1, 2 & 4

	9
	Monitoring multiple quotas of number of UEs/PDU Sessions per S-NSSAI at NWDAF
	1, 2 & 4

	10
	Max number of PDU Sessions per Network Slice control via NSQ function
	2

	11
	Handling maximum number of sessions using NF status
	2



[bookmark: _Toc20227985][bookmark: _Toc22125438][bookmark: _Toc22125858][bookmark: _Toc22126132][bookmark: _Toc22183818][bookmark: _Toc22183888][bookmark: _Toc22184058][bookmark: _Toc22184160][bookmark: _Toc22261936][bookmark: _Toc25971113][bookmark: _Toc25971357][bookmark: _Toc26360281][bookmark: _Toc26360350][bookmark: _Toc30639995][bookmark: _Toc23326075][bookmark: _Toc23517596][bookmark: _Toc23519155][bookmark: _Toc31274599]6.1	Solution #1: PCF measurement based Network Slice SLA control for Maximum Number of UEs parameter
[bookmark: _Toc509873780][bookmark: _Toc20227986][bookmark: _Toc22125439][bookmark: _Toc22125859][bookmark: _Toc22126133][bookmark: _Toc22183819][bookmark: _Toc22183889][bookmark: _Toc22184059][bookmark: _Toc22184161][bookmark: _Toc22261937][bookmark: _Toc25971114][bookmark: _Toc25971358][bookmark: _Toc26360282][bookmark: _Toc26360351][bookmark: _Toc30639996][bookmark: _Toc31274600]6.1.1	Introduction
This is a solution to Key Issue #1, "Support of network slice related quota on the maximum number of UEs". This solution assumes the following:
[bookmark: _Toc509873781][bookmark: _Toc20227987][bookmark: _Toc22125440][bookmark: _Toc22125860][bookmark: _Toc22126134][bookmark: _Toc22183820][bookmark: _Toc22183890][bookmark: _Toc22184060][bookmark: _Toc22184162][bookmark: _Toc22261938][bookmark: _Toc25971115][bookmark: _Toc25971359]-	It is assumed that 5GC obtains information about network slice related global quota on the maximum number of UEs to perform the enforcement of SLA of the number of UEs in a control plane procedure.
-	It is assumed that 5GC may have multiple enforcement points (e.g., PCF instances of a Network Slice) to perform the SLA enforcement of network slice related quota on the maximum number of UEs.
-	It is assumed that the support of Network Slice related quota on the maximum number of UEs applies to the associated Network Slice even when supported by multiple Network Slice instances.
[bookmark: _Toc26360283][bookmark: _Toc26360352][bookmark: _Toc30639997][bookmark: _Toc31274601]6.1.2	High-level Description
A global slice SLA information is the global quota of the maximum number of UEs for a given S-NSSAI. A local slice SLA information is local quota of the maximum number of UEs for a given S-NSSAI, which is stored at the enforcement points, e.g. PCF instances. The local quota is based on the global quota.
The proposed solution highlights a distributed management of network slice related quota at the control plane performed by 5GC NFs: PCF and UDM/UDR. It considers UDR/UDM for controlling distribution of the network slice related local quota to PCF instances. PCF instances apply/enforce the network slice related local quota in registration procedure.
The mechanisms of distributed management of network slice related quota provides a precise control of slice SLA for maximum number of UEs.
Editor's note:	The precise definition whether UDM and/or UDR as the entity controlling global slice SLA information is FFS.
Editor's note:	The precise mechanisms for controlling distribution of global/local quota information is FFS.
[bookmark: _Toc509873782][bookmark: _Toc20227988][bookmark: _Toc22125441][bookmark: _Toc22125861][bookmark: _Toc22126135][bookmark: _Toc22183821][bookmark: _Toc22183891][bookmark: _Toc22184061][bookmark: _Toc22184163][bookmark: _Toc22261939][bookmark: _Toc25971116][bookmark: _Toc25971360][bookmark: _Toc26360284][bookmark: _Toc26360353][bookmark: _Toc30639998][bookmark: _Toc31274602][bookmark: _Toc22125442][bookmark: _Toc22125862]6.1.3	Procedures
The following figure represents a high-level procedure of the solution.

 
Figure 6.1.3-1: A high-level procedure of the solution
1.	UDM/UDR in 5GC obtains from OAM global slice SLA information including a global quota on the maximum number of allowed UEs, to be used to perform the SLA control on the number of UEs.
2.	UDM/UDR provides the local slice SLA information including local quota to PCF instances (which is for AM policy control) of the Network Slice (enforcement points). The sum of the local quota to the associated PCF instances shall be less or equal to the network slice related global quota of the maximum number of UEs.
3.	When a UE registers for the network slice, the AMF instance of the network slice interacts with the proper PCF instance (enforcement point) for the quota enforcement by re-using existing Registration procedure, i.e. as part of the AM Policy handling.
Editor's note:	The dependency of PCF instance selection and quota enforcement is FFS.
4.	Quota enforcement:
4a. Each PCF instance (enforcement point) maintains the local quota for the number of registered UEs and generate a policy counter to track the local quota and the local quota status (i.e., the actual number of registered UEs). Upon receiving UE registration request, the PCF instance decides, based on local quota status and local quota, the acceptance or rejection of the UE registration request.
4b. In addition to step 4a, alternatively, the PCF instance may send a delegation request of quota enforcement to UDM/UDR, e.g., when the local quota is consumed by the PCF instance. Based on the global quota status UDM/UDR decides the acceptance or rejection of the delegation request for the UE registration and sends a response to the delegation request with the decision.
5.	Upon PCF decision from step 4, if a UE registration request violates or exceeds the local quota and no delegation of quota enforcement to UDM/UDR, the PCF sends an indication, e.g. rejection message, to the serving AMF. The Registration Reject message is sent to the UE by a serving AMF along with the back-off timer and a suitable cause value.
6.	PCF instances (enforcement points) may request quota update (e.g., when the local quota is (about to) consumed) to UDR/UDM. The UDR/UDM based on the received requests may re-calculate and provide the updated local quota of the maximum number of UEs to one or more PCF instances. The UDR/UDM supports mechanisms for the (re)-distribution of quota.
7.	Independently of step 6, one or more PCF instances (enforcement points) shall report/notify the local quota status to UDR/UDM (e.g., periodically or event based). Based on the reported local quotas UDR/UDM can track the global status of number of registered UEs and provide to one or more PCF instances an updated local quota (i.e., quota re-distribution) if required. It enables 5GS to know about the current number of UEs accessing the network slice.
In the roaming case, the UDM in the VPLMN shall receive the local quota for the allowed maximum number of UEs per Subscribed S-NSSAI per SLA agreement and store it in VPLMN UDM as local policy data. The V-PCF in VPLMN can perform the corresponding network slice enforcement for the related S-NSSAI in the serving network based on the received local quota from the UDM and UE PLMN ID.
Editor's note:	The detailed description of (registration) procedure is FFS.
Editor's note:	The detailed mechanisms of (delegation of) quota enforcement and (re) distribution of quota are FFS.
[bookmark: _Toc509873783][bookmark: _Toc20227989][bookmark: _Toc22125443][bookmark: _Toc22125863][bookmark: _Toc22126136][bookmark: _Toc22183822][bookmark: _Toc22183892][bookmark: _Toc22184062][bookmark: _Toc22184164][bookmark: _Toc22261940][bookmark: _Toc25971117][bookmark: _Toc25971361][bookmark: _Toc26360285][bookmark: _Toc26360354][bookmark: _Toc30639999][bookmark: _Toc31274603][bookmark: _Toc22125444]6.1.4	Impacts on services, entities and interfaces
UDM/UDM: distributing/providing the network slice related global/local quota on the maximum number of UEs 
PCF: apply/enforce the network slice related local quota on the number of UEs
AMF: handling of quota enforcement decision on the number of UEs
UE: handling of back-off timer and a (new) cause value as a rejection response
Editor's note:	Impacts on existing services and interfaces are FFS.
[bookmark: _Toc25971118][bookmark: _Toc25971362][bookmark: _Toc26360286][bookmark: _Toc26360355][bookmark: _Toc30640000][bookmark: _Toc510607499][bookmark: _Toc518306733][bookmark: _Toc31274604]6.2	Solution #2: Max number of UEs per Network Slice control at registration
[bookmark: _Toc25971119][bookmark: _Toc25971363][bookmark: _Toc26360287][bookmark: _Toc26360356][bookmark: _Toc30640001][bookmark: _Toc31274605]6.2.1	Introduction
This solution addresses the below requirements from Key Issue #1: Support of network slice related quota on the maximum number of UEs.
-	How does 5GS know about the current number of UEs accessing the network slice? Which NF(s) need to know about this information?
-	Whether and how does 5GS enforce such quota when a UE registers for the network slice and that would cause the quota to be exceeded.
[bookmark: _Toc25971120][bookmark: _Toc25971364][bookmark: _Toc26360288][bookmark: _Toc26360357][bookmark: _Toc30640002][bookmark: _Toc31274606]6.2.2	High-level Description
This solution allows to control and restrict the number of UEs per network Slice identified by S-NSSAI.
Assumptions:
-	This solution assumes that the network slice related quota is managed by a new function NSQ (Network Slice Quota) which is represented as a new network entity in this solution however, the solution is equally valid if the NSQ is represented as a functional part of an existing network entity, e.g. NSSF.
-	The granularity of the NSQ function is per PLMN as the network slice granularity is per PLMN.
-	The solution is demonstrated for a single S-NSSAI however, it also applies if the UE registers for multiple S-NSSAIs. In case of multiple S-NSSAIs, the UE is counted for each S-NSSAI it registers for.
[bookmark: _Toc25971121][bookmark: _Toc25971365][bookmark: _Toc26360289][bookmark: _Toc26360358][bookmark: _Toc30640003][bookmark: _Toc31274607]6.2.3	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.


Figure 6.2.3: Max number of UEs per Network Slice control at registration
1)	A UE triggers registration with the network for S-NSSAI.
2)	Registration procedure according to TS 23.502 [6].
3)	If AMF does not have the NSQ address, the AMF triggers a NRF enquiry to find the NSQ address by sending the Nnrf_NFDiscovery_Request message to the NRF in which the AMF includes the UE_Id, the S-NSSAI and the NF_Type = NSQ parameter in order to indicate to the NRF that the enquiry is for the NSQ address. If the AMF is aware of the NSQ address, steps 3 and 4 are skipped.
4)	The NRF obtains the NSQ entity address and returns it to the AMF. AMF keeps the NSQ address for future use.
Editor's note:	Whether NSQ is represented as a new network entity or as a functional part of an existing network entity (e.g. NSSF) is FFS.
5)	The AMF sends Nnsq_NSQ_Register message to the NSQ node in order to register the UE for S-NSSAI. The AMF includes in the message the UE_Id and the network slice id for which the UE wants to register. The AMF also includes the control mode parameter=UE numbers, meaning the number of UEs per network slice are to be monitored and controlled.
Editor's note:	How to count when roaming is FFS.
6)	The NSQ checks whether the quota for the number of UEs per S-NSSAI has already been reached. If the UE is registering for multiple S-NSSAIs, the check is done per each of them. Depending on the result, the procedure continues with the steps in AltA or AltB.
Editor's note:	How the NSQ entity knows about the quota is FFS.
	Alt A - the number of UEs per network slice has not been reached yet:
7a)	If the max number of the UEs per S-NSSAI has not been reached yet, the NSQ node adds the UE_Id to the list of UEs registered for S-NSSAI and increases the number of the UEs registered for S-NSSAI. In case of multiple S-NSSAIs, the registration is repeated for each of them.
8a)	The NSQ confirms the registration of the UE for S_NSSAI.
9a)	The AMF returns Registration Accept message to the UE. 
	Alt B - the number of UEs per network slice has already been reached:
7b)	If the max number of the UEs per S-NSSAI has already been reached, the NSQ does not register the UE for S-NSSAI, i.e. does not add the UE_Id in the list of UEs registered with tat S-NSSAI and does not increase the number of UEs registered with that S-NSSAI. 
8b)	The NSQ responds to the AMF with Nnsq _NSQ_Register_Response (rejected S-NSSAI, reject cause = max number UEs reached) message
9b)	The AMF sends Registration Reject message to the UE where the AMF includes the rejected S-NSSAI, a reject cause = max number UEs reached, and optionally an S-NSSAI back-off timer.
Editor's note:	The impact from S-NSSAI(s) which are subject to NSSAA is for FFS.
[bookmark: _Toc25971122][bookmark: _Toc25971366][bookmark: _Toc26360290][bookmark: _Toc26360359][bookmark: _Toc30640004][bookmark: _Toc31274608]6.2.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing entities and interfaces.
UE:	A new reject cause.
AMF:	Interacts with the NSQ for quota management.
New NSQ entity/function.
-	Monitors, counts and enforces the number of registered UEs per S-NSSAI quota.
-	If the NSQ is a new network entity, new service based interface definition would be required.
[bookmark: _Toc25971123][bookmark: _Toc25971367][bookmark: _Toc26360291][bookmark: _Toc26360360][bookmark: _Toc30640005][bookmark: _Toc31274609]6.2.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.

[bookmark: _Toc25971124][bookmark: _Toc25971368][bookmark: _Toc26360292][bookmark: _Toc26360361][bookmark: _Toc30640006][bookmark: _Toc31274610]6.3	Solution #3: AMF/NSSF based counting of UEs in a Network Slice
[bookmark: _Toc25971125][bookmark: _Toc25971369][bookmark: _Toc26360293][bookmark: _Toc26360362][bookmark: _Toc30640007][bookmark: _Toc31274611]6.3.1	Introduction
This solution allows an operator to count how many UEs are in a Network Slice identified by a S-NSSAI in the HPLMN. Then, several actions could be implemented based on this information that is always up to date. For the purposes of this solution, we assume a single global quota exists, i.e. irrespective of roaming. However, with small modification it could be possible to allot quotas per VPLMN also if that was desirable.
[bookmark: _Toc25971126][bookmark: _Toc25971370][bookmark: _Toc26360294][bookmark: _Toc26360363][bookmark: _Toc30640008][bookmark: _Toc31274612]6.3.2	High-level Description
When a S-NSSAI of HPLMN is subject to counting, this is indicated in Subscription Information. 
If a S-NSSAI of the HPLMN is marked for counting, then 
1)	the AMF shall always invoke the NSSF for decision on Allowed NSSAI for a UE.
2)	The NSSF knows this S-NSSAI is subject to counting so it increments a counter if the S-NSSAI is allowed for the UE
3)	If the quota is overflown the NSSF returns either the UE is allowed to use the S-NSSAI but with an indication the quota is overflown, or, if that is the policy, that the S-NSSAI is not allowed with cause "quota overflown". An optional back-off timer may also be provided. The NSSF also may report the information to the charging subsystem for Network Slice Customer (NSC) level charging events collection. This information may also be logged in for OAM Performance / SLA monitoring purposes.
4)	When a UE no longer uses a S-NSSAI subject to counting, the AMF indicates that to the NSSF which then decreases the counter for the S-NSSAI.
5)	In roaming case, the same behaviour applies, only the decision to allow an S-NSSAI subject to counting involves the NSSF of the HPLMN, and the event of a UE no longer using a S-NSSAI of HPLMN is also reported to the HPLMN NSSF.
6)	When an AMF receives an indication from the NSSF that the S-NSSAI is allowed but the quota is overflown, then this may trigger the AMF to report this to the Charging subsystem.
7)	Subscription Information may also include the Maximum Value of the counter that defines the quota for the maximum number of terminals for the S-NSSAI. This could avoid the need to configure the quotas in the NSSFs. This may help to provide quotas to V-PLMNs. If a quota level is provided over the roaming interface, then the VPLMN shall locally enforce the quota but still also contact the HPLMN NSSF for global quota enforcement.
NOTE:	The per VPLMN quota enforcement may be an operator specific attribute not defined by GSMA NG.116 [3]. For simplicity this is not described in detail in the procedures here below, but it is quite a straightforward extension.
[bookmark: _Toc25971127][bookmark: _Toc25971371][bookmark: _Toc26360295][bookmark: _Toc26360364][bookmark: _Toc30640009][bookmark: _Toc31274613]6.3.3	Procedures
[bookmark: _Toc25971128][bookmark: _Toc25971372][bookmark: _Toc26360296][bookmark: _Toc26360365][bookmark: _Toc30640010][bookmark: _Toc31274614]6.3.3.1	Registration with S-NSSAIs subject to Quota management/capping added


Figure 6.3.3.1-1: Registration with added S-NSSAI(s) subject to quota management.
1.	UE registers and indicates requested NSSAI. AMF checks the subscription information that may indicate subscribed NSSAIs related to slices that are subject to limitation of the number of UEs per slice.
2.	Some S-NSSAIs in requested NSSAI are subject to quota management based on checking the subscription data, so NSSF interaction is invoked. The NSSF can be provided the quota/cap value from subscription data if any is available but otherwise the NSSF is expected to be configured with the number of UEs allowed per S-NSSAI subject to quota/capping.
3.	The NSSF is given indication of what S-NSSAIs the UE is requesting which are subject to counting and quota management.
4.	The NSSF increments counters for all applicable S-NSSAIs and if any is hitting the limit the NSSF may exclude them from allowed NSSAI or allow them with indication that quota is reached. If some S-NSSAI subject to quota are rejected and appropriate cause code is used, and an optional back-off timer may be indicated. The NSSF may report some S-NSSAIs reaching quota to charging subsystem.
5.	The NSSF communicates the results of step 4 and may include any back-off timer for the rejected S-NSSAI(s). The AMF may report some S-NSSAIs reaching quota to charging subsystem.
6.	The AMF communicates the Allowed NSSAI and any rejected S-NSSAI(s) with the cause code related to quota capping and any back-off timer.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN NSSF needs to interact with the HPLMN NSSF as described below in clause 6.3.3.4.
[bookmark: _Toc25971129][bookmark: _Toc25971373][bookmark: _Toc26360297][bookmark: _Toc26360366][bookmark: _Toc30640011][bookmark: _Toc31274615]6.3.3.2	Registration with S-NSSAIs subject to Quota management/capping abandoned


Figure 6.3.3.2-1: Registration with abandoned S-NSSAI(s) subject to quota management.
1.	UE registers.
2.	Some S-NSSAIs in the previous Allowed NSSAI are missing from the Requested NSSAI: those that are subject to capping need to be reported to NSSF.
3.	NSSF is invoked and explicit indication is given about S-NSSAI(s) subject to capping that have been abandoned.
4.	NSSF decrements counters as needed for the S-NSSAI(s) that have been abandoned.
5.	NSSF provides Allowed NSSAI and other usual information.
6.	The registration is accepted with the Allowed NSSAI.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN NSSF needs to interact with the HPLMN NSSF as described below in clause 6.3.3.4.
[bookmark: _Toc25971130][bookmark: _Toc25971374][bookmark: _Toc26360298][bookmark: _Toc26360367][bookmark: _Toc30640012][bookmark: _Toc31274616]6.3.3.3	Deregistration with S-NSSAIs subject to Quota management / capping


Figure 6.3.3.3-1: Deregistration with S-NSSAI(s) subject to quota management.
1.	The UE deregisters, or the AMF decides to perform a Network-initiated Deregistration procedure (either explicit or implicit) for the UE.
2.	If any of the S-NSSAIs in the Allowed NSSAI were subject to quota/capping the AMF needs to report these have been abandoned by the UE in this step: note there is no Requested NSSAI in this case.
3.	The NSSF decrements the counter for these S-NSSAIs.
4.	The NSSF acknowledges.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN NSSF needs to interact with the HPLMN NSSF as described below in clause 6.3.3.4.
[bookmark: _Toc25971131][bookmark: _Toc25971375][bookmark: _Toc26360299][bookmark: _Toc26360368][bookmark: _Toc30640013][bookmark: _Toc31274617]6.3.3.4	V-NSSF to H-NSSF interaction for S-NSSAIs of HPLMN subject to Quota management / capping.


Figure 6.3.3.4-1: V-NSSF-H-NSSF interactions
1.	The V-NSSF detects that certain S-NSSAIs of HPLMN mapping to V-PLMN S-NSSAI are subject to quota management/capping and so the addition or removal of a UE to the Network slice needs to be reported to the HPLMN NSSF.
2.	The V-NSSF reports the additions/removal of a UE to certain HPLMN S-NSSAIs.
3.	The H-NSSF updates the counters as necessary and detects whether any action is required for certain S-NSSAIs.
4.	If for any S-NSSAI of HPLMN there was any action required, then this is communicated to the V-NSSF alongside any back-off timer.
5.	The V-NSSF reports to the AMF with any action for S-NSSAIs of VPLMN mapping to S-NSSAIs of the H-PLMN as per step 4.
[bookmark: _Toc25971132][bookmark: _Toc25971376][bookmark: _Toc26360300][bookmark: _Toc26360369][bookmark: _Toc30640014][bookmark: _Toc31274618]6.3.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing services and interfaces.
UE: handling of new cause codes.
AMF: handling of quota management as specified above.
NSSF: handling of quota management as specified above.
[bookmark: _Toc25971133][bookmark: _Toc25971377][bookmark: _Toc26360301][bookmark: _Toc26360370][bookmark: _Toc30640015][bookmark: _Toc31274619]6.4	Solution #4: NWDAF enhancements for supporting of network slice quota on the maximum number of UEs
This solution is for Key Issue #1.
[bookmark: _Toc30640016][bookmark: _Toc31274620]6.4.1	Introduction 
This solution described 
-	how the NWDAF knows about the maximum number of UEs that the network slice can support;
-	how the NWDAF knows about the current number of UEs accessing the network slice;
-	how the NWDAF supports other network functions in 5GC to enforce such quota when a UE registers for the network slice and that would cause the quota to be exceeded;
-	how the 5GS selectively enable this quota only for Network Slices that require it.
NOTE:	This solution has a dependency with a FS_eNA_ph2.
Editor's note:	How this solution supports roaming UE is FFS.
[bookmark: _Toc25971134][bookmark: _Toc25971378][bookmark: _Toc26360302][bookmark: _Toc26360371][bookmark: _Toc30640017][bookmark: _Toc31274621]6.4.2	High-level Description
[bookmark: _Toc25971135][bookmark: _Toc25971379][bookmark: _Toc26360303][bookmark: _Toc26360372][bookmark: _Toc30640018][bookmark: _Toc31274622]6.4.2.1	NWDAF awareness of network slice quota on the maximum number of UEs
As already described in the Key Issue#1, the network slice quota on the maximum number of UEs is already specified by the attribute of "Number of Terminals" in the GST. Normally, such quota information is available in the OAM, before the OAM instantiates a network slice instance. Hence, it is possible that the NWDAF gets such quota information from the OAM. 
[bookmark: _Toc25971136][bookmark: _Toc25971380][bookmark: _Toc26360304][bookmark: _Toc26360373][bookmark: _Toc30640019][bookmark: _Toc31274623]6.4.2.2	NWDAF awareness of current number of UEs concurrently registered to a network slice 
NWDAF collects the information of the current number of UEs accessing a network slice by one of the two following means:
[bookmark: _Toc25971137][bookmark: _Toc25971381]-	AMF: Due to the fact that the AMF knows about the Allowed NSSAI of each UE, the AMF could easily have an information of how many UEs are successfully registered to which network slice identified by a S-NSSAI. The NWDAF gets the current number of UEs being served by the AMF for a network slice. In case, there are multiple AMFs serving for a network slice, the NWDAF would need to collect this information from all AMFs of a S-NSSAI. See clause 6.4.3.2.1 for details.
-	OAM: As specified in clause 6.2.1 and 6.2.2 in TS 28.554 [4], the OAM has the Registered Subscribers of Single Network Slice Instance through AMF (RegisteredAMFSubNbrMean) KPI that describes the total number of subscribers that are registered to a network slice. The NWDAF may subscribe to the OAM to get an up-to-date information on the total number of UEs successfully registered to the network slice. See clause 6.4.3.2.2 for details.
[bookmark: _Toc26360305][bookmark: _Toc26360374][bookmark: _Toc30640020][bookmark: _Toc31274624]6.4.2.3	NWDAF supports for network slice quota enforcement by other 5GC NFs  
To support the 5GC to enforce such quota, in particular, when a UE registers for the network slice and that would cause the quota to be exceeded, the NWDAF has to provide the information on whether the network slice quota has been reached to the AMF, which can be done by allowing the AMF to either
-	subscribe on the information whether the network slice quota has been reached (see clause 6.4.3.3); or
-	request the NWDAF to check whether the network slice has been reached before accepting the UE to be registered in the network slice (see clause 6.4.3.4).
Once the AMF gets such information from the NWDAF, if the network slice quota has been reached is indicated, then the AMF sends to the UE the Rejected S-NSSAI (see clause 6.4.3.5).
[bookmark: _Toc25971138][bookmark: _Toc25971382][bookmark: _Toc26360306][bookmark: _Toc26360375][bookmark: _Toc30640021][bookmark: _Toc31274625]6.4.3	Procedures
[bookmark: _Toc25971139][bookmark: _Toc25971383][bookmark: _Toc26360307][bookmark: _Toc26360376][bookmark: _Toc30640022][bookmark: _Toc31274626]6.4.3.1	Procedure for network slice quota information from OAM
Figure 6.4.3.1-1 shows the procedure to get the network slice quota information from the OAM.
1.	NWDAF requests the OAM for the network slice quota information of a network slice identified by a S-NSSAI.
[bookmark: _Hlk17808085]2.	OAM responses to the NWDAF with the maximum number of UEs that the slice can support.
Editor's note:	It is FFS whether the existing procedure for data collection from OAM specified in clause 6.2.3.2 in TS 23.288 [5] can also be used for providing such network slice quota information.


Figure 6.4.3.1-1: Collection of network slice quota information from OAM
[bookmark: _Toc25971140][bookmark: _Toc25971384][bookmark: _Toc26360308][bookmark: _Toc26360377][bookmark: _Toc30640023][bookmark: _Toc31274627]6.4.3.2	Procedure for collection the information of the current number of UEs registered to a network slice
[bookmark: _Toc25971141][bookmark: _Toc25971385][bookmark: _Toc26360309][bookmark: _Toc26360378][bookmark: _Toc30640024][bookmark: _Toc31274628]6.4.3.2.1	Procedure for collection the information of the current number of UEs registered to a network slice from AMF
Figure 6.4.2.2.1-1 shows the procedure to get the information of the current number of UEs registered to a network slice from the AMF.
1.	Namf_EventExposure_Subscribe Request (Input): NWDAF subscribes to the event notification(s) related to the services provided by the AMF for obtaining the number of UEs, which has successfully registered to a network slice
2.	Namf_EventExposure_Subscribe Response (Output): AMF responses to NWDAF if the subscription is success or not.
3.	Data processing: AMF service producer prepares the data.
4.	Namf_EventExposure_Notify (notifyFileReady): AMF notifies the NWDAF that the data file, which contain the information of the current number of UEs successfully registered to a network through the AMF is ready


Figure 6.4.3.2.1-1: Collection of current number of UEs registered to a network slice information from AMF
[bookmark: _Toc25971142][bookmark: _Toc25971386][bookmark: _Toc26360310][bookmark: _Toc26360379][bookmark: _Toc30640025][bookmark: _Toc31274629]6.4.3.2.2	Procedure for collection the information of the current number of UEs registered to a network slice from OAM
Figure 6.4.3.2.2-1 shows the procedure to get the information of the current number of UEs registered to a network slice from the OAM.
[bookmark: _Hlk25201165]1.	Subscribe (Input): NWDAF subscribes to the notification(s) related to the services provided by the management service producer for obtaining the Registered Subscribers of Single Network Slice Instance through AMF (RegisteredAMFSubNbrMean) KPI.
2.	Subscribe (Output): management service producer responses to NWDAF if the subscription is success or not.
3.	Data processing: management service producer prepares the data.
4.	Notification (notifyFileReady): management service producer notifies the data file is ready.
NOTE:	Procedure for data collection from OAM is already specified in clause 6.2.3.2 in TS 23.288 [5], but so far not for collecting the Registered Subscribers of Single Network Slice Instance through AMF (RegisteredAMFSubNbrMean) KPI.


Figure 6.4.3.2.2-1: Collection of current number of UEs registered to a network slice information from OAM
[bookmark: _Toc25971143][bookmark: _Toc25971387][bookmark: _Toc26360311][bookmark: _Toc26360380][bookmark: _Toc30640026][bookmark: _Toc31274630]6.4.3.3	Procedure for subscribing and notifying the event of network slice quota reached
Figure 6.4.3.3-1 shows the procedure for subscribing and notifying the event of network slice quota reached provided by the NWDAF.
1.	The AMF subscribes to or cancels subscription to analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe/ Nnwdaf_AnalyticsSubscription_Unsubscribe service operation. The request for subscription includes an Analytics ID related to the NW Slice Quota for a particular network slice identified by a S-NSSAI.
2.	If AMF subscribes to analytics information, the NWDAF notifies the AMF with the analytics information by invoking Nnwdaf_AnalyticsSubscription_Notify service operation. The analytics information comprises of an indication whether the network slice quota has been reached.
NOTE:	Procedure for subscribe/unsubscribe the analytics information provided by the NWDAF is already specified in clause 6.1.1.1 in TS 23.288 [5], but not for notifying whether the network slice quota has been reached.
Editor's note:	It is FFS whether other network functions (e.g., NSSF or PCF) may also need to subscribe and to be notified for the event of network slice quota reached.


Figure 6.4.3.3-1: Procedure for subscribing and notifying the event of network slice quota reached
[bookmark: _Toc25971144][bookmark: _Toc25971388][bookmark: _Toc26360312][bookmark: _Toc26360381][bookmark: _Toc30640027][bookmark: _Toc31274631]6.4.3.4	Procedure for requesting for the network slice quota reached status 
Figure 6.4.3.4-1 shows the procedure for the AMF to request for the network slice quota reached information.
1.	The AMF requests analytics information of whether the network slice quota has been reached by invoking Nnwdaf_AnalyticsInfo_Request service operation.
2.	The NWDAF responds with analytics information to the AMF indicating whether the network slice quota has been reached.
NOTE:	Procedure for analytics request by any 5GC NF is already specified in clause 6.1.2.1 in TS 23.288 [5], but not specifically to provide the analytics information whether the network slice quota has been reached.
Editor's note:	It is FFS whether other network functions (e.g., NSSF or PCF) may be able to request for the event of network slice quota reached.


Figure 6.4.3.4-1: Procedure for request for the network slice quota reached status 
[bookmark: _Toc25971145][bookmark: _Toc25971389][bookmark: _Toc26360313][bookmark: _Toc26360382][bookmark: _Toc30640028][bookmark: _Toc31274632]6.4.3.5	Procedure for rejecting the registration request when the network slice quota would be reached or is reached 
Figure 6.4.3.5-1 shows the procedure for the AMF to reject the UE, when the AMF get an information that the network slice quota has been reached or would be reached if the AMF would accept the UE to be registered to the network slice.
1.	UE sends a Registration Request to register to the network and to a particular network slice, i.e. if the request message include a Requested NSSAI.
2.	Based on the local configuration or operator's policy available at the AMF, the AMF checks whether the network slice quota has been reached or will be reached if the AMF would accept the UE's request for registering the network slice.
3.	The AMF sends a Registration Accept with a Rejected S-NSSAI and the cause value indicating the network slice quota has been reached. In addition, the AMF may include a back-off timer for this Rejected S-NSSAI, so that the UE does not perform a request again for this Rejected S-NSSAI while the back-off timer is running. In case, no S-NSSAI can be provided in the Allowed NSSAI, then the AMF provides an empty Allowed NSSAI.


Figure 6.4.3.5-1: Procedure for request for the network slice quota reached status
[bookmark: _Toc25971146][bookmark: _Toc25971390][bookmark: _Toc26360314][bookmark: _Toc26360383][bookmark: _Toc30640029][bookmark: _Toc31274633]6.4.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing entities and interfaces.

[bookmark: _Toc30640030][bookmark: _Toc25971147][bookmark: _Toc25971391][bookmark: _Toc26360315][bookmark: _Toc26360384][bookmark: _Toc31274634]6.5	Solution #5: NWDAF enhancements for supporting of network slice quota on the maximum number of PDU Sessions
This solution is for Key Issue #2.
[bookmark: _Toc30640031][bookmark: _Toc31274635]6.5.1	Introduction
This solution described:
-	how the NWDAF knows about the maximum number of PDU Sessions that the network slice can support,
-	how the NWDAF knows about the current number of PDU Sessions accessing the network slice
-	how the NWDAF supports other network functions in 5GC to enforce such quota when a UE requests to establish a new PDU Session to the network slice and that would cause the quota to be exceeded
-	how the 5GS selectively enable this quota only for Network Slices that require it
[bookmark: _Toc30640032][bookmark: _Toc31274636]6.5.2	High-level Description
[bookmark: _Toc30640033][bookmark: _Toc31274637]6.5.2.1	NWDAF awareness of network slice quota on the maximum number of PDU Sessions
As already described in the Key Issue#2, the network slice quota on the maximum number of PDU Sessions is already specified by the attribute of "Number of Connections" in the GST. Normally, such quota information is available in the OAM, before the OAM instantiates a network slice instance. Hence, it is possible that the NWDAF gets such quota information from the OAM.
[bookmark: _Toc30640034][bookmark: _Toc31274638]6.5.2.2	NWDAF awareness of current number of PDU Sessions concurrently established within a network slice 
NWDAF collects the information of the current number of PDU Sessions established within a network slice by one of the two following means:
-	SMF: Since the SMF is a network function entity that accepts or rejects a PDU Session Establishment request sent by the UE, the SMF does have an information of how many PDU Sessions that are successfully established within a network slice identified by a S-NSSAI. The NWDAF gets the current number of PDU Sessions being served by the SMF for a network slice, for example, by means of subscribing/notify method or request/response method. In case, there are multiple SMFs serving for a network slice, the NWDAF needs to collect this information from all SMFs. See clause 6.5.3.2.1 for details.
-	OAM: As specified in clause 5.3.1.4 in TS 28.552 [7], the OAM has the information on the number of PDU sessions successfully created by the SMF per S-NSSAI (SM.PduSessionCreationSuccNSI.SNSSAI). The NWDAF may subscribe to the OAM to get an-up-to-date information on the total number of PDU Sessions successfully established within the network slice. See clause 6.5.3.2.2 for details.
[bookmark: _Toc30640035][bookmark: _Toc31274639]6.5.2.3	NWDAF supports for network slice quota enforcement by other 5GC NFs  
[bookmark: _Toc30640036]To support the 5GC to enforce such quota, in particular, when a UE requests for a PDU Session Establishment in a network slice and that would cause the quota to be exceeded, the NWDAF has to provide the information on whether the network slice quota has been reached to the SMF. This can be done by allowing the SMF to either
-	subscribe on the information whether the network slice quota has been reached (see clause 6.5.3.3); or
-	request the NWDAF to check whether the network slice has been reached before accepting the UE to be registered in the network slice (see clause 6.5.3.4).
Once the SMF gets such information from the NWDAF, if the network slice quota has been reached is indicated, then the SMF sends to the UE the PDU Establishment Reject message (see clause 6.5.3.5). In case of home routed PDU Session, based on condition, either V-SMF or H-SMF rejects the sessions based on inputs from serving PLMN NWDAF i.e. V-SMF gets the information from V-NWDAF and H-SMF gets the information from H-NWDAF, respectively.
[bookmark: _Toc31274640]6.5.3	Procedures
[bookmark: _Toc30640037][bookmark: _Toc31274641]6.5.3.1	Procedure for network slice quota information from OAM
Figure 6.5.3.1-1 shows the procedure to get the network slice quota information from the OAM.
1.	NWDAF requests the OAM for the network slice quota information of a network slice identified by a S-NSSAI.
NOTE 1:	Frequency of the request is not for every second to avoid signalling, it is only when a NWDAF determine to get the status e.g. only after reaching certain threshold.
2.	OAM responses to the NWDAF with the maximum number of PDU Sessions that the slice can support
NOTE 2:	Procedure for data collection from OAM specified in clause 6.2.3.2 in TS 23.288 [5] can also be used for providing such network slice quota information which need to confirm with SA WG5.


Figure 6.5.3.1-1: Collection of network slice quota information from OAM
[bookmark: _Toc30640038][bookmark: _Toc31274642]6.5.3.2	Procedure for collection the information of the current number of PDU Sessions established in a network slice
[bookmark: _Toc30640039][bookmark: _Toc31274643]6.5.3.2.1	Procedure for collection the information of the current number of PDU Sessions established in a network slice from SMF
Figure 6.5.3.2.1-1 shows the procedure to get the information of the current number of PDU Sessions registered in a network slice from the SMF. The trigger condition is based on local policy of the NWDAF e.g. NWDAF may trigger subscription upon an OAM notification.
1.	Nsmf_EventExposure_Subscribe Request (Input): NWDAF subscribes to the event notification(s) related to the services provided by the SMF for obtaining the number of PDU Sessions, which has successfully been established in a network slice
2.	Nsmf_EventExposure_Subscribe Response (Output): SMF responses to NWDAF if the subscription is successful or not.
3.	Data processing: SMF service producer prepares the data.
4.	Nsmf_EventExposure_Notify (notifyFileReady): SMF notifies the NWDAF that the data file, which contain the information of the current number of PDU Sessions successfully established in a network by the SMF, is ready


Figure 6.5.3.2.1-1: Collection of current number of PDU Sessions established in a network slice information from SMF
[bookmark: _Toc30640040][bookmark: _Toc31274644]6.5.3.2.2	Procedure for collection the information of the current number of PDU Sessions successfully established in a network slice quota from OAM
Figure 6.5.3.2.2-1 shows the procedure to get the information of the current number of PDU Sessions successfully established in a network slice from the OAM.
1.	Subscribe (Input): NWDAF subscribes to the notification(s) related to the services provided by the management service producer for obtaining the information on the number of PDU sessions successfully created by the SMF per S-NSSAI (SM.PduSessionCreationSuccNSI.SNSSAI).
2.	Subscribe (Output): management service producer responses to NWDAF if the subscription is success or not.
3.	Data processing: management service producer prepares the data.
4.	Notification (notifyFileReady): management service producer notifies the data file is ready.
NOTE:	Procedure for data collection from OAM is already specified in clause 6.2.3.2 in TS 23.288 [5], but so far not for collecting the information on the number of PDU sessions successfully created by the SMF per S-NSSAI (SM.PduSessionCreationSuccNSI.SNSSAI).


Figure 6.5.3.2.2-1: Collection of current number of PDU Sessions established in a network slice information from OAM
[bookmark: _Toc30640041][bookmark: _Toc31274645]6.5.3.3	Procedure for subscribing and notifying the event of network slice quota reached
Figure 6.5.3.3-1 shows the procedure for subscribing and notifying the event of network slice quota reached provided by the NWDAF.
1.	Based on the local policy, the SMF subscribes to or cancels subscription to analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe/ Nnwdaf_AnalyticsSubscription_Unsubscribe service operation. The request for subscription includes an Analytics ID related to the NW Slice Quota for a particular network slice identified by a S-NSSAI.
2.	If SMF subscribes to analytics information, the NWDAF notifies the SMF with the analytics information by invoking Nnwdaf_AnalyticsSubscription_Notify service operation. The analytics information comprises of an indication whether the network slice quota has been reached.
NOTE:	Procedure for subscribe/unsubscribe the analytics information provided by the NWDAF is already specified in clause 6.1.1.1 in TS 23.288 [5], but not for notifying whether the network slice quota has been reached.


Figure 6.5.3.3-1: Procedure for subscribing and notifying the event of network slice quota reached
[bookmark: _Toc30640042][bookmark: _Toc31274646]6.5.3.4	Procedure for requesting for the network slice quota reached status 
Figure 6.5.3.4-1 shows the procedure for the SMF to request for the network slice quota reached information.
1.	The SMF requests analytics information of whether the network slice quota has been reached by invoking Nnwdaf_AnalyticsInfo_Request service operation.
NOTE 1:	Frequency of the request is not for every PDU Session Request, it is only when a SMF determine to get the status e.g. only after reaching certain threshold.
2.	The NWDAF responds with analytics information to the SMF indicating whether the network slice quota has been reached.
NOTE 2:	Procedure for analytics request by any 5GC NF is already specified in clause 6.1.2.1 in TS 23.288 [5], but not specifically to provide the analytics information whether the network slice quota has been reached.


Figure 6.5.3.4-1: Procedure for request for the network slice quota reached status
[bookmark: _Toc30640043][bookmark: _Toc31274647]6.5.3.5	Procedure for rejecting the registration request when the network slice quota would be reached or is reached (non-roaming or local breakout roaming case)
Figure 6.5.3.5-1 shows the procedure for the SMF to reject the UE, when the SMF get an information that the network slice quota has been reached or would be reached if the SMF would accept the new PDU Establishment request to be established in the network slice. This procedure is also applying for the LBO scenario i.e. based on the analytical information from the V-NWDAF, the V-SMF determine the quota for a UE.
1.	UE sends a PDU Session Establishment Request to the SMF in order to establish a new PDU Session in a network slice identified by a S-NSSAI.
2.	Based on the local configuration or operator's policy available at the SMF, the SMF checks (see 6.5.3.4) whether the network slice quota has been reached or will be reached if the SMF would accept the UE's request for establishing a new PDU Session in the network slice.
3.	The SMF sends a PDU Session Establishment Reject to the UE and optionally with the cause value indicating the network slice quota has been reached. In addition, the SMF may include a back-off timer for this PDU Session Establishment Reject message, so that the UE does not perform a PDU Session Establishment request again for this S-NSSAI while the back-off timer is running.


Figure 6.5.3.5-1: Procedure for request for the network slice quota reached status
[bookmark: _Toc30640044][bookmark: _Toc31274648]6.5.3.6	Procedure for rejecting the registration request when the network slice quota would be reached or is reached (home-routed roaming case)
Figure 6.5.3.6-1 shows the procedure for the either V-SMF or H-SMF reject the UE, when the SMF get an information that the network slice quota has been reached or would be reached if the SMF would accept the new PDU Establishment request to be established in the network slice.
1.	UE sends a PDU Session Establishment Request to the V-SMF in order to establish a new PDU Session in a network slice identified by a S-NSSAI.
2.	Based on the local configuration or operator's policy available at the V-SMF, the V-SMF checks (see clause 6.5.3.4) whether the network slice quota has been reached or will be reached if the V-SMF would accept the UE's request for establishing a new PDU Session in the network slice. If V-SMF determines that the PDU Session need to be rejected, then steps 3-5 are skipped.
3.	V-SMF invokes the Nsmf_PDUSession_Create Request to the H-SMF as described in step 6, Figure 4.3.2.2.2-1, TS 23.502 [6].
4.	Similar to step 2, based on the local policy available at the H-SMF, the H-SMF checks (see clause 6.5.3.4) whether the network slice quota has been reached or will be reached if the H-SMF would accept the UE's request for establishing a new PDU Session in the network slice.
5.	H-SMF invokes the Nsmf_PDUSession_Create Response with rejection indicating the network slice quota has been reached) to the V-SMF as described in step 13, Figure 4.3.2.2.2-1, TS 23.502 [6].
6.	The V-SMF sends a PDU Session Establishment Reject to the UE and optionally with the cause value indicating the network slice quota has been reached. In addition, the V-SMF may include a back-off timer for this PDU Session Establishment Reject message, so that the UE does not perform a PDU Session Establishment request again for this S-NSSAI while the back-off timer is running.


Figure 6.5.3.6-1: Procedure for request for the network slice quota reached status
[bookmark: _Toc30640045][bookmark: _Toc31274649]6.5.4	Impacts on services, entities and interfaces
UE: Handling of new cause codes.
SMF: Handling of quota management as specified above.
NWDAF: Handling of quota management as specified 
[bookmark: _Toc30640046][bookmark: _Toc31274650]6.6	Solution #6: PCF-based counting of PDU Sessions in a Network Slice
[bookmark: _Toc30640047][bookmark: _Toc31274651]6.6.1	Introduction
This solution addresses KI#2. It allows an operator to count how many PDU Sessions are in a Network Slice identified by a S-NSSAI in the HPLMN. Then, several actions could be implemented based on this information that is always up to date. For the purposes of this solution, we assume a single global quota exists, i.e. irrespective of roaming.
[bookmark: _Toc30640048][bookmark: _Toc31274652]6.6.2	High-level Description
When a S-NSSAI of HPLMN is subject to PDU Sessions counting, this is indicated in subscription information. This subscription information may also include a quota (e.g. to avoid configuration of PCF especially in roaming LBO case).
If a S-NSSAI of the HPLMN is marked for counting, then:
1)	the SMF shall always invoke the PCF to perform the counting and indicate the counting is required to the PCF (and a quota if included in subscription data).
2)	The PCF increments a counter if the PDU Session is allowed to be established.
3)	If the quota is overflown the PCF returns either the PDU Session is allowed but with an indication the quota is overflown, or, if that is the policy, that PDU Session is rejected e.g. with cause indicating "quota overflown". An optional back-off timer may also be provided. The PCF may also report the information to the charging subsystem for Network Slice Customer (NSC)level charging events collection. This information may also be logged in for OAM Performance / SLA monitoring purposes.
4)	When the PDU Session Establishment fails or an ongoing PDU Session is released for a S-NSSAI subject to counting, the SMF indicates that to the PCF which then decrements the PDU Sessions counter for the S-NSSAI.
5)	In roaming case, only the PCF of the HPLMN performs the counting (involved via VPLMN PCF in LBO case, or via SMF of HPLMN in Home Routed case).
6)	When an SMF receives an indication from the PCF that the PDU Session is allowed but the quota is overflown, then this may trigger the SMF to report this to the Charging Subsystem.
7)	Subscription information may also include the Maximum Value of the counter that defines the quota for the maximum number of connections for the S-NSSAI. This could avoid the need to configure the quotas in the PCFs. This may help to provide quotas to V-PLMNs in LBO case. If a quota level is provided over the roaming interface, then the VPLMN shall locally enforce the quota for LBO case only, but also contact the HPLMN PCF for global quota enforcement.
NOTE:	The per VPLMN quota enforcement may be an operator specific attribute not defined by GSMA NG.116 [3]. For simplicity this is not described in detail in the procedures here below, but it is quite a straightforward extension.
Editor's note:	The case of deployments where more than one PCF could be used for a Network Slice is FFS.
[bookmark: _Toc30640049][bookmark: _Toc31274653]6.6.3	Procedures
[bookmark: _Toc30640050][bookmark: _Toc31274654]6.6.3.1	General
The clauses in this clause provide examples of how PCF based counting can work. It is of course possible some PDU Sessions release is triggered by Network-initiated Deregistration or other RM events, like a S-NSSAI no longer being available. However, the conceptual operation is aligned with what is shown in these example procedures here below in clauses 6.6.3.2 and 6.6.3.3. While this is not in scope of this study, the same procedure could also be used to count the number of PDU Sessions per DNN if an operator wants to do so.
[bookmark: _Toc30640051][bookmark: _Toc31274655]6.6.3.2	PDU Session Establishment with S-NSSAIs subject to Quota management/capping


Figure 6.6.3.2-1: PDU Session Establishment from TS 23.502 [6] with S-NSSAI subject to quota management
In step 4: the SMF can inspect the subscription data and detect the PDU Session belongs to an S-NSSAI subject to quota management/capping.
At step 7b or 9 the PCF can increment a counter for the PDU Session if it allows the PDU Session (despite the quota is overflown) or the quota is not yet overflown.
Editor's note:	Whether the counter is updated at step 7b or step 9 is FFS.
If the quota is overflown, the PCF then can provide to the SMF actions including back-off timers, limitations of number of PDU Sessions per UE/S-NSSAI, a cause code for rejection, or just indication the quota is overflown. The PCF can log the overflow events for OAM purposes, and also provide a charging event at Network Slice Customer level.
If quota cap is reached and the PDU Session is rejected by PCF, an optional back-off timer can be applied, i.e. the SMF creates a PDU SESSION ESTABLISHMENT REJECT message including a suitable cause code and, if provided, a back-off timer value (optional) and a 5GSM cause value.
The 5GSM cause value may correspond to #69 "insufficient resources for specific slice" (for S-NSSAI only) or a new cause code may be used. Then the PDU SESSION ESTABLISHMENT REJECT message is sent to the AMF. The AMF sends an DL NAS TRNSPORT message carrying the PDU SESSION ESTABLISHMENT REJECT message.
The PCF may indicate to the SMF and the SMF to the UE that a limitation needs to be applied to the number of PDU Sessions per UE in the S-NSSAI to enforce some fairness across UEs in the Network Slice.
NOTE 1:	In LBO roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN PCF needs to interact with the HPLMN PCF as described below in clause 6.6.3.4.
NOTE 2:	if this procedure is applied at DNN level (outside the scope of this Study) or in addition to S-NSSAI level, then cause codes for rejection may correspond to 26 "insufficient resources" (for DNN only), #67 "insufficient resources for specific slice and DNN".
[bookmark: _Toc30640052][bookmark: _Toc31274656]6.6.3.3	PDU Session Release with S-NSSAIs subject to Quota management/capping


Figure 6.6.3.3-1: PDU Session Release from TS 23.502 [6] with S-NSSAI subject to quota management
When a PDU Session for which a PDU Session per S-NSSAI limitation applies is released, then SMF shall trigger a policy association termination in step 12: this decrements a counter in PCF for the S-NSSAI. for PCF initiated case, the counter is decreased by the PCF and the PDU session Release is triggered at step 1b.
NOTE:	In roaming case the VPLMN S-NSSAI mapping to HPLMN S-NSSAI is used to decide which VPLMN S-NSSAI to subject to quota management and then the VPLMN PCF needs to interact with the HPLMN PCFF as described below in clause 6.6.3.4.
[bookmark: _Toc30640053][bookmark: _Toc31274657]6.6.3.4	V-PCF to H-PCF interaction for S-NSSAIs of HPLMN subject to Quota management/capping


Figure 6.6.3.4-1: V-PCF-H-PCF interactions
[bookmark: _Toc30640054]1.	The V-PCF detects that the S-NSSAI of HPLMN mapping to V-PLMN S-NSSAI of the PDU Session is subject to quota management/capping and so establishment/release of PDU Sessions needs to be reported to the HPLMN NSSF for quota management purposes.
2.	The V-PCF reports the establishment/release of PDU Session to H-PCF.
3.	The H-PCF updates the counters as necessary and detects whether any action is required.
4.	If any action required, then this is communicated to the V-PCF alongside any back-off timer and/or number of PDU Sessions limitation per (UE+S-NSSAI).
5.	The V-PCF reports to the SMF any quota management related action as per step 4.
[bookmark: _Toc31274658]6.6.4	Impacts on services, entities and interfaces
UE: Handling of new cause codes.
SMF: Handling of quota management as specified above.
PCF: Handling of quota management as specified above.
[bookmark: _Toc30640055][bookmark: _Toc31274659]6.7	Solution #7: Support of Network Slice SLA for Maximum Number of PDU sessions parameter
[bookmark: _Toc30640056][bookmark: _Toc31274660]6.7.1	Introduction
This is a solution to Key Issue #2, "Support of network slice related quota on the maximum number of PDU sessions". This solution assumes the following:
-	It is assumed that Unified Data Repository (UDR) obtains information about network slice related global quota on the maximum number of PDU sessions to perform the enforcement of SLA of the number of PDU sessions in a control plane procedure, and supports the functionalities of storage and retrieval of slice SLA data by the UDM
-	It is assumed that 5GC may have multiple enforcement points (e.g., PCF instances of a Network Slice) to perform the SLA enforcement of network slice related quota on the maximum number of PDU sessions.
-	It is assumed that the support of Network Slice related quota on the maximum number of PDU sessions applies to the associated Network Slice even when supported by multiple Network Slice instances.
-	It is assumed that PCF makes policy decisions based on information obtained from UDM and local policy in PCF.
-	It is assumed the Unified Data Management (UDM) supports the functionalities of controlling distribution of the network slice related quota on slice SLA parameters.
[bookmark: _Toc30640057][bookmark: _Toc31274661]6.7.2	High-level Description
A global slice SLA information is the global quota of the maximum number of PDU sessions for a given S-NSSAI, which is stored at the UDR. A local slice SLA information is local quota of the maximum number of PDU sessions for a given S-NSSAI, which is stored at the enforcement points, e.g. PCF instances.
The proposed solution highlights a distributed management of network slice related quota at the control plane performed by 5GC NFs: PCF and UDM. It considers UDM for controlling distribution of the network slice related local quota to PCF instances. PCF instances apply/enforce the network slice related local quota in PDU session establishment procedure.
The mechanisms of distributed management of network slice related quota provides a precise control of slice SLA for maximum number of PDU sessions.
At PDU session establishment, when local quota is not to be exceeded, PCF decides to accept the PDU session establishment request.
At PDU session establishment, when the quota is to be exceeded, PCF makes a decision whether to accept or reject the current PDU session establishment request according to the operator policy, and/or to request a local quota update. The operator policy of acceptance or rejection of the PDU session establishment request are based on the following information:
-	ARP in authorized default QoS;
-	DNN;
-	Internal Group Id;
-	PDU Session Type;
-	Access Type;
-	User Location Information.
[bookmark: _Toc30640058][bookmark: _Toc31274662]6.7.3	Procedures
The following figure represents a high-level procedure of the solution.


Figure 6.7.3-1: A high-level procedure of the solution
1.	UDR in 5GC obtains and stores from OAM global slice SLA information including a global quota on the maximum number of allowed PDU sessions, to be used to perform the SLA control on the number of PDU sessions. UDM obtains global quota from UDR to control the global quota distribution into local quotas to PCF instances.
2.	UDM provides the local slice SLA information including local quota to PCF instances (which is for SM policy control) of the Network Slice (enforcement points). The sum of the local quota to the associated PCF instances shall be less or equal to the network slice related global quota of the maximum number of PDU sessions.
3.	When a UE requests for a PDU session establishment for the network slice, the SMF instance of the network slice interacts with the proper PCF instance (enforcement point) for the quota enforcement by re-using existing PDU session establishment procedure, i.e. as part of the SM Policy handling.
4.	Quota enforcement:
4a.	Each PCF instance (enforcement point) maintains the local quota for the number of established PDU sessions and generate a policy counter to track the local quota and the local quota status (i.e., the actual number of established PDU sessions and whether the quota is to be exceeded or not). Upon receiving UE request for a PDU session establishment, the PCF instance decides the acceptance or rejection of the UE request for a PDU session establishment, based on local quota status, local quota and the operator policy.
4b.	Alternative to step 4a, the PCF instance may send a delegation request of quota enforcement to UDM, e.g., when the local quota is to be consumed by the PCF instance. Based on the global quota status UDM decides the acceptance or rejection of the delegation request for the UE request for a PDU session establishment and sends a response to the delegation request with the decision. The PCF instance checks the decision of delegation request and decides the acceptance or rejection of the PDU session establishment request. If there is no local quota left and the response to the delegation request comprises rejection, the acceptance or rejection of the PDU session establishment shall be based on the operator policy.
5.	Upon PCF decision from step 4, if a UE request for a PDU session establishment violates or exceeds the local quota, the PCF sends an indication, e.g. rejection message (e.g., based on the operator policy), to the serving SMF. The PDU session establishment Reject message is sent to the UE by the serving SMF (via the serving AMF) along with the back-off timer and a suitable cause value.
6.	PCF instances (enforcement points) may request quota update (e.g., when the local quota is (about to be) consumed) to UDM. The UDM based on the received requests may re-calculate and provide the updated local quota of the maximum number of PDU sessions to one or more PCF instances. The UDM supports mechanisms for the (re)-distribution of quota.
7.	Independently of step 6, one or more PCF instances (enforcement points) may report/notify the local quota status to UDM (e.g., periodically or event based). Based on the reported local quota UDM can track the global status of number of established PDU sessions and provide to one or more PCF instances an updated local quota (i.e., quota re-distribution) if required. It enables 5GS to know about the current number of PDU sessions accessing the network slice.
In the case of home-routed roaming, the H-PCF will do the enforcement as described above with the available local network slice quota for the maximum number of PDU sessions per S-NSSAI.
In the case of local breakout scenario, the UDR in the VPLMN shall receive the local quota for the allowed maximum number of UEs per Subscribed S-NSSAI per SLA agreement and store it in VPLMN UDR as local policy data. The V-PCF in VPLMN can perform the corresponding network slice enforcement for the related S-NSSAI in the serving network based on the received local quota from the UDM and UE PLMN ID.
Editor's note:	The detailed description of (PDU session establishment) procedure is FFS.
[bookmark: _Toc30640059][bookmark: _Toc31274663]6.7.4	Impacts on existing services and interfaces
UDR: obtaining, storing and allowing retrieval of global slice SLA information including a global quota on the maximum number of allowed PDU sessions.
UDM distributing/providing the network slice related global/local quota of the maximum number of PDU sessions
PCF: apply/enforce the network slice related local quota on the number of PDU sessions. When the quota is to be exceeded, PCF may reject or accept new PDU session establishment requests based on the quota status and operator policy.
SMF: handling of UE request for a PDU session establishment per the PCF decision. 
UE: handling of back-off timer and a (new) cause value as a rejection response
Editor's note:	Impacts on existing services and interfaces are FFS.
[bookmark: _Toc30640060][bookmark: _Toc31274664]6.8	Solution #8: AMF and O&M based solution
[bookmark: _Toc30640061][bookmark: _Toc31274665]6.8.1	Introduction
This solution is for Key Issue #1, 2 and 4.
This solution uses the following principles: 
1.	The O&M system knows about the maximum number of UEs that the network slice can support in a specific area, and any differentiation level that require separate reporting e.g. for charging;
2.	The O&M system knows about the maximum number of PDU Sessions per Network Slice that the network slice can support in a specific area, and any differentiation level that require separate reporting e.g. for charging;
3.	The O&M system creates and Life Cycle Manages AMF Sets according to the knowledge from 1 and 2;
4.	The AMF Sets enforces and reports to O&M system the requirements of 1 and 2
5.	The HPLMN provides any restriction related to the usage of the Network Slice to roaming partners as part of SLAs.
Editor's note:	How roaming partners report Network Slice usage to HPLMN for inbound roamers is FFS.
Editor's note:	Whether to support a dynamic setting of counting between PLMNs is FFS.
[bookmark: _Toc30640062][bookmark: _Toc31274666]6.8.2	High-level Description
The solution uses the principles from clause 6.8.1.
[bookmark: _Toc30640063][bookmark: _Toc31274667]6.8.3	Procedures
[bookmark: _Toc30640064][bookmark: _Toc31274668]6.8.3.1	Network Slice orchestration
The O&M system creates and LCM the Network Slice, and creates and manages AMF Sets to cover the complete area that the Network Slice is to cover. The AMF Sets are provisioned and possibly re-provisioned with the information:
-	Area to be supported by the AMF Set and the Network Slice;
-	Maximum number of UEs that the Network Slice supports;
-	Thresholds for AMF Set to report to the O&M system of number of UEs using the Network Slice;
-	Maximum number of PDU Sessions per Network Slice that the network slice can support in a specific area; and
-	Thresholds for AMF Set to report to the O&M system of number of PDU Sessions per the Network Slice.
-	Guidance to the AMF Set on whether to reject additional UEs / PDU Sessions if thresholds are exceeded
Figure 6.8.3.1-1 shows the AMF Sets that covers the area of the Network Slice.
Editor's note:	How counting is supported for multiple (overlapping or not overlapping) AMF Sets supporting same S-NSSAI to be counted is FFS.
Editor's note:	How to decide AMF, within the AMF Set, to report to O&M is FFS.
Editor's note:	Further details of the information provided by O&M to AMFs and the details the AMFs report to O&M is FFS.


Figure 6.8.3.1-1: AMF Sets covering the area of the Network Slice
[bookmark: _Toc30640065][bookmark: _Toc31274669]6.8.3.2	Procedure for counting number of UEs registered to a Network Slice


Figure 6.8.3.2-1: Procedure for counting number of UEs registered to a Network Slice
1.	UE registers (or deregisters) as per current procedures.
2.	If Registration procedure is requested then continues, as per current procedure, until Allowed NSSAI decided.
3.	The AMF checks if Maximum number of UEs that the Network Slice supports or a threshold is reached, the record of the counting is stored within the AMF Set e.g. in UDSF.
4.	If Maximum number of UEs that the Network Slice supports or a threshold is reached, and the AMF is configured to report to O&M, the AMF report the event to O&M
NOTE 1:	The interaction between AMF and O&M is to be defined by SA5.
5.	If Maximum number of UEs that the Network Slice supports not reached, the AMF continues the procedure.
6.	The AMF completes the procedure and answers the UE with either Deregistration Accept, Registration Accept or Registration Reject. Registration Accept if an Allowed NSSAI is provided, possible with rejected S-NSSAIs and a suitable cause code (existing or new) and if configured by O&M to reject registrations from UEs if the maximum number or threshold is reached, a Registration Reject in case no Allowed NSSAI is accepted, with a suitable cause code (existing or new). 
NOTE 2:	It is assumed that CT1 will evaluate whether existing cause code can be re-used or new cause code(s) is needed.
[bookmark: _Toc30640066][bookmark: _Toc31274670]6.8.3.3	Procedure for counting number of PDU Sessions per Network Slice



Figure 6.8.3.3-1: Procedure for counting number of PDU Sessions per Network Slice.
1.	UE requests establishment or release of a PDU Session as per current procedures.
2.	If it was a PDU Session Establishment procedure, it continues, as per current procedure, until S-NSSAI for the PDU Session decided.
3.	The AMF checks if Maximum number of PDU Sessions or threshold is reached, the record of the counting is stored within the AMF Set e.g. in UDSF.
4.	If Maximum number of PDU Sessions per the Network Slice or a threshold is reached and the AMF is configured to report to O&M, the AMF report the event to O&M.
NOTE 1:	The interaction between AMF and O&M is to be defined by SA5.
5.	If maximum number of PDU Sessions not reached, the AMF continues the procedure.
6.	The AMF answers the UE with either PDU Session Establishment/Release Accept or if configured by O&M to reject PDU Session establishment from UEs if the maximum number or threshold is reached, Reject. If Reject is provided the AMF also provides a suitable cause code (existing or new). 
NOTE 2:	It is assumed that CT1 will evaluate whether existing cause code can be re-used or new cause code(s) is needed.
[bookmark: _Toc30640067][bookmark: _Toc31274671]6.8.3.4	Procedure for handling counting at mobility between AMF Sets
[bookmark: _Toc30640068][bookmark: _Toc31274672]6.8.3.4.1	General
When the UE moves between two AMF Sets the count should be "moved" to the New AMF Set.
[bookmark: _Toc30640069][bookmark: _Toc31274673]6.8.3.4.2	Idle mode mobility



Figure 6.8.3.4.2-1: Procedure for moving counting from source AMF Set to target AMF Set at idle mode mobility
1.	UE performs Mobility Registration Update as per current procedures, until step 3 
2.	New AMF may retrieve context from Old AMF
3.	Old AMF provides UE context
4.	Existing procedure steps 6 to 9.
5.	New AMF reports it takes over the UE
6.	Old AMF reduce the count
7.	If count went below a threshold and AMF configured to report to O&M, the Old AMF reports to O&M.
8.	As per existing procedure steps 11-14c
9.	UDM deregisters Old AMF
10.	Old AMF unsubscribes to events
11.	As per existing procedure steps 15-19c
12.	If Maximum number or a threshold is reached and the AMF is configured to report to O&M, the AMF report the event to O&M.
NOTE 1:	The interaction between AMF and O&M is to be defined by SA5.
13.	The AMF completes the procedure and answers the UE with either Registration Accept or Registration Reject. Registration Accept if an Allowed NSSAI is provided, possible with rejected S-NSSAIs and a suitable cause code (existing or new) and a Registration Reject in case no Allowed NSSAI is accepted, with a suitable cause code (existing or new). 
NOTE 2:	It is assumed that CT1 will evaluate whether existing cause code can be re-used or new cause code(s) is needed.
[bookmark: _Toc30640070][bookmark: _Toc31274674]6.8.3.4.3	Connected mode mobility


Figure 6.8.3.4.3-1: Procedure for moving counting from source AMF Set to target AMF Set at connected mode mobility
1.	As per existing N2 based HO Preparation phase
2.	As per existing N2 based HO Execution phase, Figure 4.9.1.3.3-1 steps 1-4.
3.	Handover Notify as per existing procedure
4.	Namf_Communication_N2InfoNotify as per existing procedure.
5.	Old AMF reduce its count
6.	If count went below a threshold and Old AMF configured to report to O&M, the Old AMF reports to O&M.
7.	New AMF increases count, and if Maximum number or a threshold is reached and the AMF is configured to report to O&M, the New AMF report the event to O&M.
NOTE 1:	The interaction between AMF and O&M is to be defined by SA5.
8.	The procedures continues, including the Registration procedure, and the UE may get aware that a Network Slice been removed from the Allowed NSSAI if max reached or a PDU Session been removed if max reached. 
NOTE 2:	It is assumed that CT1 will evaluate whether existing cause code can be re-used or new cause code(s) is needed.
[bookmark: _Toc30640071][bookmark: _Toc31274675]6.8.4	Impacts on services, entities and interfaces
Editor's note:	This clause will describe impacts to services, entities and interfaces.
[bookmark: _Toc30640072][bookmark: _Toc31274676]6.9	Solution #9: Monitoring multiple quotas of number of UEs/PDU Sessions per S-NSSAI at NWDAF
[bookmark: _Toc518306734][bookmark: _Toc510607500][bookmark: _Toc30640073][bookmark: _Toc31274677]6.9.1	Introduction
The solution applies to KI#1 "Support of network slice related quota on the maximum number of UEs", KI#2 "Support of network slice related quota on the maximum number of PDU Sessions" and KI#4 "Support for network slice quota event notification in a network slice".
This solution assumes the following:
-	Multiple quotas of Network Slice attributes (e.g. numbers of UEs or numbers of PDU Sessions) per S-NSSAI may be monitored.
-	In one example, a lower quota may trigger new (i.e. higher) charging rules and another higher quota may trigger to start rejecting new UEs/PDU Sessions for the S-NSSAI.
-	In another example, one quota of a Network Slice attribute can be applied for roaming UEs, a second quota can be applied for non-roaming UEs and a third quota can be applied for all UEs.
-	A network slice customer (represented by AF) can subscribe with 5GC for notifications when certain quotas of numbers of UEs or PDU Sessions are reached. The AF can determine an "action" (e.g. limitation) to be applied in the 5GS upon exceeding a particular quota.
[bookmark: _Toc30640074][bookmark: _Toc31274678]6.9.2	High-level Description
The solution is based on the principles of solution #4, e.g. NWDAF can subscribe to collect data from AMFs about the number of UEs per S-NSSAI. The term "Networks Slice attribute" used within this solution means either 1) a quota of maximum number of UEs or 2) a quota of maximum number of PDU Sessions.
This solution proposes the following high-level principles (in addition to the principles of solution #4):
-	UDM, CHF, AMF or other NFs can be configured (e.g. via O&M during NF instantiation) with quotas of Networks Slice attribute(s) (e.g. numbers of UEs or numbers of PDU Sessions). These NFs request the NWDAF to provide data analytics for the Networks Slice attribute(s).
-	The NWDAF subscribes with the AMFs (for non-roaming UEs) and with the UDM(s) (for roaming UEs) to collect data about the Networks Slice attribute(s) for an S-NSSAI.
-	The NWDAF may subscribes with the AMFs to collect data about the number of PDU Sessions for an S-NSSAI. A Rel-16 AMF is aware about the established PDU Sessions associated with an S-NSSAI and the AMF is able to gather and report data about the current number of established PDU Sessions
-	For roaming UEs, the UDM(s) in the HPLMN gather information from the visited AMFs (vAMFs) and report the data to the NWDAF.
-	For roaming UEs, the UDM(s) in the HPLMN gather information from the visited AMFs (vAMFs) and report the data to the NWDAF.
-	The AF subscribes with the NWDAF for one or multiple quotas of UEs or PDU Sessions for a particular S-NSSAI.
-	The AF can decide an "action" to be applied upon reach of a quota and the AF can request the network to enforce the "action".
[bookmark: _Toc30640075][bookmark: _Toc31274679]6.9.3	Procedures
[bookmark: _Toc30640076][bookmark: _Toc31274680]6.9.3.1	Monitoring a Network Slice attribute at NWDAF for roaming and non-roaming UEs
The Figure 6.9.3.1-1 shows the signalling flow for monitoring a Network Slice attribute for a particular Network Slice (e.g. S-NSSAIx) for roaming and non-roaming UEs. The Network Slice attribute can be both 1) number of UEs or 2) number of PDU Sessions using the S-NSSAIx.


Figure 6.9.3.1-1: Signalling flow for monitoring the number of UEs or PDU Sessions using S-NSSAIx
[bookmark: _Toc30640077]0a.	The UDM is configured with UE quota-U for S-NSSAIx. The UDM shall take actions (e.g. not allow roaming UEs to use S-NSSAI-1) when the UE quota-U is reached.
0b.	The AMF may be configured with UE quota-A for S-NSSAIx. The AMF shall take actions (e.g. not allow roaming UEs to use S-NSSAI-1) when the UE quota-A is reached.
1a.	The UDM(s) serving the UEs subscribed to S-NSSAIx subscribe for data analytics with the NWDAF.
1b.	[Optionally] If the AMF(s) in the HPLMN (hAMFs) are configured with the quota(s) of UEs or PDU Sessions using S-NSSAIx, then the hAMF(s) can also subscribe for data analytics with the NWDAF.
2a.	The NWDAF subscribes with the UDM(s) to collect data for the [UE, PDU Sessions] using the S-NSSAIx in the roaming scenario. The NWDAF can use the parameters Event Filter [granularity] to indicate how often the UDM should report, e.g. after a predetermined number of changes (e.g. 10 changes) or periodically after a predetermined amount of time (e.g., every 10 minutes).
2b.	(as per Solution #4) The NWDAF subscribes with the hAMF(s) to collect data for the [UE, PDU Sessions] using the S-NSSAIx in the non-roaming scenario.
2c.	Upon time, the hAMFs report the data about the number of [UEs, PDU Sessions] using the S-NSSAIx.
3.	A roaming UE registers with a VPLMN via vAMF.
4.	The UDM determines that UE's Subscribed S-NSSAIs include S-NSSAIx and the UDM subscribes with the vAMF to report the current number of [UEs or PDU Sessions] for S-NSSAIx.
5.	The vAMF reports the current number [UEs or PDU Sessions] for S-NSSAIx.
6.	The vAMF subscribes for the event when the quota of number of [UEs or PDU Sessions] for S-NSSAIx is reached.
7.	The NWDAF collects data for number of [UEs or PDU Sessions] for S-NSSAIx and monitors whether Quota-U or Quota-A are reached.
8.	If the NWDAF determines that quota-U is reached, the NWDAF notifies the UDM.
9.	It is assumed that UDM is pre-configured which action to take upon exceeding the quota-U.
10.	The UDM sends a notification to all vAMF(s) which has subscribed in step 6. The notification contains an "action ID" indicating to the vAMFs which action to take, e.g. (1) start rejecting the registration of new UEs or (2) rejecting the establishment of new PDU Sessions towards the S-NSSAIx.
	If the AMF rejects the PDU Session establishment request due to exceeded quota of PDU Sessions per S-NSSAIx, the AMF may provide an appropriate reject cause value to the UE. At any point later, the AMF may perform an update procedure towards the UE (e.g. UE Configuration Update procedure) to allow again the PDU Session establishment.
[bookmark: _Toc31274681]6.9.3.2	AF requests monitoring a Network Slice attribute and determines actions upon exceeded quota
The Figure 6.9.3.2-1 shows the signalling flow for AF requesting the monitoring a Network Slice attribute for a particular Network Slice (e.g. S-NSSAIx). The same procedure applies to both Network Slice attributes: number of UEs or number of PDU Sessions.


Figure 6.9.3.2-1: AF requesting fore monitoring the number of UEs or PDU Sessions using S-NSSAIx and enforcing actions upon reaching the quota
[bookmark: _Toc30640078]0a.	The AF is configured with UE quota-W for the corresponding slice based on agreed SLA.
1a.	The AF using the services of S-NSSAIx subscribes for monitoring of event, e.g. whether the number of UEs using the S-NSSAIx has reached the quota-W.
1b.	The NEF discovers the NWDAF, discovers the S-NSSAI based on the AF-ID and subscribes for data analytics with the NWDAF.
1c.	The NWDAF acknowledges the start of data analytics.
2.	The NWDAF discovers UDM(s), AMF(s) serving the S-NSSAIx. The NWDAF subscribes for data collection for number of [UEs, PDU Sessions] for S-NSSAIx.
3.	The NWDAF determine that UE quota-W is reached.
4.	The NWDAF notifies the AF via NEF.
5.	The AF determine which action to perform upon the exceed of quota-W, e.g. the AF can decide to limit access to S-NSSAIx for further UEs or PDU Sessions.
6.	The AF requests the 5GC to create a new policy, e.g. policy/action ID indicating the limitation of access to S-NSSAIs for further UEs.
8, 9.	Alternative #1: the policy is enforced via UDM. The UDM can inform hAMF and vAMFs to limit the access to S-NSSAIx.
10, 11.	Alternative #2: the policy is enforced via PCF. The PCF enforcing rejection of new [UEs, PDU Sessions] for S-NSSAIx. The PCF may modify the Access and Mobility Management policies and provide them to hAMFs and to the vAMFs via the vPCFs.
12.	The NEF responds to AF about the creation of the policy.
13.	The NWDAF determines that number of UEs currently using the S-NSSAIx falls quota-W.
14.	The NWDAF sends notification to NWF/AF about the event of underrun of quota-W.
15: The AF determines to delete the policy of limiting the access to S-NSSAIx.
16. The AF sends a policy delete request to NEF.
17.	If Alternative #1 applies, the policy is deleted in the UDM.
18:	If Alternative #2 applies, the policy is deleted in the PCF.
[bookmark: _Toc31274682]6.9.3.3	Applying adaptive charging if a quota for a Network Slice attribute is reached
Editor's note:	It is FFS whether the adaptive charging is in the scope of the FS_eNS_Ph2 objectives.
The Figure 6.9.3.3-1 shows the signalling flow for applying adaptive charging for a Network Slice attribute for a particular Network Slice (e.g. S-NSSAIx). The same procedure applies to both Network Slice attributes: number of UEs or number of PDU Sessions.


Figure 6.9.3.3-1: Signalling flow for applying adaptive charging for S-NSSAIx depending on the quota of UEs or PDU Sessions
[bookmark: _Toc30640079]0.	The CHF is configured with UE quotas C1 and C2 for S-NSSAIx. The configuration can be performed via the OAM system. The CHF is aware which charging rates to apply if C1 or C2 are reached.
1a.	The CHF subscribes for data analytics with the NWDAF. The CHF may indicate different quotas C1 and C2 (e.g. by using different Analytics Filters) and to request notification if the number of UEs using the S-NSSAIx has reached the quotas C1 or C2.
2.	The NWDAF discovers the NFs from which data for the analytics can be collected. For example, the NWDAF may subscribe with UDM(s) and AMF(s) for data collection for S-NSSAIx as shown in clause 6.9.3.1 steps 2-8.
3.	The NWDAF determines that UE quota-C1 is reached.
4.	The NWDAF notifies the CHF about the event that quota-C1 is reached.
5.	The CHF adapts the charging for S-NSSAIx according to the changed quota-C1 as per SLA with the Network Slice Customer.
6.	The NWDAF determines that UE quota-C2 is reached.
7.	The NWDAF notifies the CHF about the event that quota-C2 is reached.
8.	The CHF adapts the charging for S-NSSAIx according to the changed quota-C2 as per SLA with the Network Slice Customer.
[bookmark: _Toc31274683]6.9.4	Impacts on services, entities and interfaces
[bookmark: _Toc510607504][bookmark: _Toc518306738]AMF:
-	Collecting and reporting data about [UEs, PDU Sessions] using S-NSSAIx;
-	The AMF enforces actions (e.g. rejection of new UE or PDU Sessions) upon exceeding the quota of network slice attribute.
UDM:
-	Requests from NWDAF data analytics for network slice attributes (e.g. number of UEs or PDU Sessions for S-NSSAIx), whereas certain UE quota (e.g. quota-U) is included in the request;
-	Requests the AMFs (e.g. vAMFs in the V-PLMNs) to report the current number of [UEs or PDU Sessions] using the S-NSSAIx.
NWDAF:
-	Provide data analytics whether one or multiple quota(s) of maximum number of [UEs or PDU Sessions] for S-NSSAIx is reached;
-	Collecting data from:
-	Serving AMFs in the H-PLMN to report about the number of [UEs or PDU Sessions] in the HPLMN;
-	Serving UDMs to report about the number of [UEs or PDU Sessions] in the VPLMNs.
CHF:
-	Requesting data analytics for the quotas for number of [UEs, or PDU Sessions] for S-NSSAIx. 
-	Applying different charging policies depending on the exceeding of the various quotas for number of [UEs, or PDU Sessions] for S-NSSAIx.
[bookmark: _Toc30640080][bookmark: _Toc31274684]6.9.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.
[bookmark: _Toc30640081]
[bookmark: _Toc31274685]6.10	Solution #10: Max number of PDU Sessions per Network Slice control via NSQ function
[bookmark: _Toc30640082][bookmark: _Toc31274686]6.10.1	Introduction
This solution addresses the below requirements from Key Issue #2: Support of network slice related quota on the maximum number of PDU Sessions.
-	How does 5GS know about the current number of PDU Sessions being established in the network slice? Which NF(s) need to know about this information?
-	Whether and how does 5GS enforce such quota when a UE requests to establish a new PDU Session to the network slice and that would cause the quota to be exceeded, e.g., whether 5GS rejects, accepts without guarantee, or accepts with lower service quality? What is the mechanism needed in 5GS?
[bookmark: _Toc30640083][bookmark: _Toc31274687]6.10.2	High-level Descriptionn
This solution allows to control and restrict the number of PDU Sessions per Network Slice identified by S-NSSAI.
Assumptions:
-	This solution assumes that the network slice related quota is managed by a new function NSQ (Network Slice Quota) which is represented as a new network entity in this solution however, the solution is equally valid if the NSQ is represented as a functional part of an existing network entity, e.g. NSSF.
-	The granularity of the NSQ function is per PLMN so that it can be accessed by all SMFs within the PLMN.
Editor's note:	How to count the number of the PDU Sessions per Network Slice when roaming is FFS.
[bookmark: _Toc30640084][bookmark: _Toc31274688]6.10.3	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution.

[bookmark: _Toc30640085][bookmark: _Toc31274689]6.10.3.1	Max number of PDU Sessions per Network Slice control at PDU Session Establishment


Figure 6.10.3.1: Max number of PDU Sessions per Network Slice control at PDU Session
1-2.	The UE requests PDU Session establishment in a Network Slice represented by S-NSSAI.
3.	If the SMF does not have the NSQ address, the SMF triggers NRF enquiry to find the NSQ address. The SMF includes the S-NSSAI and also the NF_Type = NSQ parameter in order to indicate to the NRF that the enquiry is for the NSQ address. If the SMF knows the NSQ entity address, steps 3 and 4 are skipped.
4.	The NRF obtains the NSQ address that holds the information for S-NSSAI and NRF returns the NSQ address.
5.	The SMF sends registration request to the NSQ in order to register the PDU Session Id for that S-NSSAI.
6.	The NSQ entity checks for the S-NSSAI whether the max number of allowed PDU sessions has already been reached.
	If the max number of PDU Sessions per that S-NSSAI has not been reached, the NSQ increases the number of PDU Sessions in S-NSSAI.
	If the max number of PDU Sessions per S-NSSAI has already been reached, the NSQ does not register the PDU_Session_Id for the S-NSSAI, i.e. does not increase the number of PDU Sessions registered with that S-NSSAI.
Editor's note:	How the NSQ entity knows about the max number of the PDU Sessions per S-NSSAI quota is FFS.
7.	The NSQ responds to SMF. If the maximum number of PDU sessions in S-NSSAI has already been reached, the NSQ returns a reject cause = max PDU Sessions reached.
8-9.	SMF returns PDU Sessions Establishment Accept or Reject to the UE. If the PDU Session is rejected the SMF returns the S-NSSAI for which the PDU session is rejected and SMF may also return S-NSSAI specific back-off timer.
[bookmark: _Toc30640086][bookmark: _Toc31274690]6.10.3.2	Max number of PDU Sessions per Network Slice control at PDU Session Release


Figure 6.10.3.2: Max number of PDU Sessions per Network Slice control at PDU Session Release
[bookmark: _Toc30640087]1-2.	The UE requests PDU Session Release and indicates the PDU Session Id and the S-NSSAI.
3.	If the SMF does not have the NSQ address, the SMF triggers NRF enquiry to find the NSQ address. SMF sends de-registration request to the NSQ in order to de-register the PDU Session Id for that S-NSSAI.
4.	The NSQ decrements the PDU Sessions counter for the S-NSSAI.
5.	The NSQ confirms the PDU Session de-registration.
6-7.	The PDU Session is released.
[bookmark: _Toc31274691]6.10.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing entities and interfaces.
UE: A new PDU Session establishment reject cause. 
SMF: Interacts with NSQ for PDU Sessions per network slice quota management.
NSQ: A new NSQ function for PDU Sessions per network slice quota control and enforcement.
[bookmark: _Toc30640088][bookmark: _Toc31274692]6.10.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.
[bookmark: _Toc30640089]
[bookmark: _Toc31274693]6.11	Solution #11: Handling maximum number of sessions using NF status
[bookmark: _Toc30640090][bookmark: _Toc31274694]6.11.1	Introduction
Editor's note:	This clause lists the key issue(s) addressed by this solution.
This solution addresses key issue #2 in particular for the maximum number of PDU sessions per slice based on the quota.
[bookmark: _Toc30640091][bookmark: _Toc31274695]6.11.2	High-level Description
Editor's note:	This clause outlines solution principles, assumptions and high-level architectures, etc.
[bookmark: _Toc30640092]Based on the slice configuration (called quota), each slice (defined per S-NSSAI) is associated with the maximum number of PDU sessions concurrently supported by the network slice. Based on this value, the 5GS performs the actions including the slice selection, the NF selection, and the session management control. This solution is based on the functionality of NRF, i.e., collection of NF status information and provisioning this to the other NFs.
The high level description of the solution is as follows:
1)	It is assumed that there is a slice-specific level NRF in the network. The NRF collects the status of SMFs in the slice (i.e., the number of PDU sessions currently served by each SMF), and it calculates the per slice value. For doing this, the NRF and the SMF use the status updating procedures supported in SBI.
NOTE:	This operation is per SMF instance basis, and accordingly the NRF does not need to process/store any UE-related context information. How to support the reliable operation of NRF, e.g., using redundancy mechanism, is up to implementation.
2)	The NRF provides per slice information (i.e., the number of PDU sessions per slice or the condition of reaching the quota) to AMF(s) by using the status notification procedure and/or using the discovery response.
3)	If the maximum limit is reached, the AMF rejects the session setup request from the UE with a proper cause value.
Editor's note:	How to support roaming scenario is FFS.
Editor's note:	How to support the scenario with SCP is FFS.
[bookmark: _Toc31274696]6.11.3	Procedures
Editor's note:	This clause describes services and related high-level procedures for the solution.


Figure 6.11.3-1: Procedure for controlling the number of sessions per slice
[bookmark: _Toc30640093]1.	Slice-specific level NRF collects the status of SMFs in the slice, i.e., the number of PDU sessions currently served for the slice (S-NSSAI) by using the NF management services. How frequently this status information can be gathered/reported from the SMFs is based on the operator's configuration.
2.	The NRF calculates the sum of PDU sessions currently established for the slice.
3.	The NRF provides per slice status information to AMFs in the slice. To doing this, it is assumed that the AMFs have subscribed to the NRF for being notified with the information and the NRF provides the same information to all AMFs in the slice.
NOTE:	Steps 1, 2 and 3 can be performed independently from the other steps.
4.	UE sends a PDU session establishment request for the slice.
5.	Upon receiving the session setup request, the AMF determines whether a new session can be established for the slice or not based on the information received in step 2. If the session setup is not possible because of reaching the limitation, step 6 is skipped.
6.	AMF may perform discovery and selection procedure for selecting an SMF for the slice. If there are available sessions and SMF(s), the AMF performs SM procedure as per the UE request.
7.	The AMF sends the PDU session establishment response to the UE. If the slice quota has been reached, the AMF also provides the rejection cause and back-off timer.
[bookmark: _Toc31274697]6.11.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing services and interfaces.
NRF: Calculating per slice sessions number by using SMF status information and provisioning to AMF.
AMF: Processing the session setup request based on the per slice information.
SMF: Reporting the per slice session status information to NRF.
UE: Handling new rejection cause.
[bookmark: _Toc30640094][bookmark: _Toc31274698]6.X	Solution #<X>: <Solution Title> 
[bookmark: _Toc16839383][bookmark: _Toc21087542][bookmark: _Toc23326076][bookmark: _Toc23517597][bookmark: _Toc23519156][bookmark: _Toc25971148][bookmark: _Toc25971392][bookmark: _Toc26360316][bookmark: _Toc26360385][bookmark: _Toc30640095][bookmark: _Toc31274699]6.X.1	Introduction
Editor's note:	This clause lists the key issue(s) addressed by this solution.
[bookmark: _Toc16839384][bookmark: _Toc21087543]
[bookmark: _Toc23326077][bookmark: _Toc23517598][bookmark: _Toc23519157][bookmark: _Toc25971149][bookmark: _Toc25971393][bookmark: _Toc26360317][bookmark: _Toc26360386][bookmark: _Toc30640096][bookmark: _Toc31274700]6.X.2	High-level Description
Editor's note:	This clause outlines solution principles, assumptions and high-level architectures, etc.
[bookmark: _Toc16839385][bookmark: _Toc21087544]
[bookmark: _Toc23326078][bookmark: _Toc23517599][bookmark: _Toc23519158][bookmark: _Toc25971150][bookmark: _Toc25971394][bookmark: _Toc26360318][bookmark: _Toc26360387][bookmark: _Toc30640097][bookmark: _Toc31274701]6.X.3	Procedures
Editor's note:	This clause describes services and related high-level procedures for the solution.
[bookmark: _Toc16839386][bookmark: _Toc21087545]
[bookmark: _Toc23326079][bookmark: _Toc23517600][bookmark: _Toc23519159][bookmark: _Toc25971151][bookmark: _Toc25971395][bookmark: _Toc26360319][bookmark: _Toc26360388][bookmark: _Toc30640098][bookmark: _Toc31274702]6.X.4	Impacts on services, entities and interfaces
Editor's note:	This clause describes impacts to existing services, entities and interfaces.

[bookmark: _Toc16839388][bookmark: _Toc21087547][bookmark: _Toc23326080][bookmark: _Toc23517601][bookmark: _Toc23519160][bookmark: _Toc25971152][bookmark: _Toc25971396][bookmark: _Toc26360320][bookmark: _Toc26360389][bookmark: _Toc30640099][bookmark: _Toc31274703]7	Evaluation
Editor's note:	This clause will provide a general evaluation of the solutions.

[bookmark: _Toc16839390][bookmark: _Toc21087549][bookmark: _Toc23326082][bookmark: _Toc23517602][bookmark: _Toc23519161][bookmark: _Toc25971153][bookmark: _Toc25971397][bookmark: _Toc26360321][bookmark: _Toc26360390][bookmark: _Toc30640100][bookmark: _Toc31274704]8	Conclusions
Editor's note:	This clause will capture conclusions from the study.
[bookmark: tsgNames]
[bookmark: _Toc21087551][bookmark: _Toc23326084][bookmark: _Toc23517603][bookmark: _Toc23519162][bookmark: _Toc25971154][bookmark: _Toc25971398][bookmark: _Toc26360322][bookmark: _Toc26360391][bookmark: _Toc30640101][bookmark: _Toc31274705]
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