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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc27761153][bookmark: _Toc50122389]
1	Scope
The present document is to address study use cases, potential new service requirements for 5G system to support smart grid including the following topics: 

· Smart Grid services, e.g. IEC standards, and their communications requirements including capacity, latency, availability, end-to-end QoS, resilience/redundancy and security.
· Deployment requirements when considering constraints e.g. service lifetime, coverage (ubiquity), electromagnetic applicability (e.g. penetration, ability to operate in high EM environments,) etc.
· Additional requirements due to operational manageability – e.g. the ability to configure and monitor the real (achieved & up to date) availability of virtual network topologies
· New Smart Grid use cases and potential service function requirements: e.g. on-demand power supply, distributed power supply system, distribution automation, higher accuracy power load measurement and control, meter automation, etc. 
· Communication KPI and service requirements for enabling micro-grids, DER and specifically distributed generation (DG) that require 5G wireless communication (e.g. wind and solar energy generation, including scenarios at or near residential / consumer premises, etc.)

[bookmark: _Toc27761154][bookmark: _Toc50122390]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[bookmark: _Toc46160417]      [1]	                       3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	SunWeiqing etc.  Generalized Energy Storage Control Strategies on User Side in Power Ancillary Service Market.  Automation of Electric Power System Vol.44 No.2 Jan.25, 2020
[3]	China Southern Power Grid, China Mobile, HuaWei: "White Paper: 5G enables smart grid applications".http://www.sgcio.com/technology/anli/2018/0716/86656.html
[4]  	GB/T 1936-2018 Guidelines of cyber security protection for electric power system supervision and control http://www.howtoabc.com/book8/14078-0.html, https://www.secrss.com/articles/24761
[5]	IEEE C37.2-2008 IEEE Standard Electrical Power System Device Function Numbers, Acronyms, and Contact Designations.
[6]	IEC TR 61850-90-1:2010, Communication Networks and Systems for Power Utility automation – Part 90-1: Use of IEC61850 for the communication between substations.
[7]	IEEE 1588-2019 – IEEE Standard for a precision clock synchronization protocol for networked measurement and control systems.
[8]	IEEE Guide for Application of Digital Line Current Differential Relays Using Digital Communication.
[9]	61850-9-3-2016 – IEC/IEEE International Standard - Communication Networks and Systems for Power Utility automation – Part 90-3: Precision time protocol profile for power utility
[10]                     3GPP TR 22.804: "Study on Communication for Automation in Vertical domains (CAV)".
[11]	Sendin, A., et. al., “Telecommunication Networks for the Smart Grid,” Artech House, 2016.
[12]	Goel, S., S. F. Bush, and D. Bakken, (eds.), IEEE Vision for Smart Grid Communications: 2030 and Beyond, New York: IEEE, 2013.
[13]	US Department of Energy, “Communications Requirements of Smart Grid Technologies, 2010”, accessed 14.08.20, http://energy.gov/sites/prod/files/gcprod/documents/Smart_Grid_Communications_Requirements_Report_10-05-2010.pdf

…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

[bookmark: _Toc27761155][bookmark: _Toc50122391]3	Definitions and abbreviations

[bookmark: _Toc46160420][bookmark: _Toc50122392][bookmark: _Toc27761158]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc46160421][bookmark: _Toc50122393]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ACRONYM>	<Explanation>


[bookmark: _Toc50122394]4	Overview
Communication infrastructure is essential to the successes of smart energy, generally termed the ‘Smart Grid.’ A power grid consists of four building blocks: power generation, transmission, distribution, and consumption. These different phases require different services, and these services have distinct communication requirements. Examples of communication include data collection, control and ongoing regulation, though these are functions of diverse services – e.g. SCADA applications for the Energy Management System (EMS) or Distribution Management System (DMS). Smart grid communication infrastructure, overcomes different challenges in order to provide: 
· Distributed power generation, increasingly including ‘renewable’ or ‘clean’ energy sources 
· Safe & highly efficient power transforming & transmission
· Flexible & reliable power distribution 
· Efficient & available power consumption
· Cyber security & resilience/redundancy
Smart Grid services today rely upon a range of telecommunications services, delivered through a blend of private networks and commercially provided services. As the energy system goes through changes, becoming more pervasive (in territorial terms,) complex and sophisticated to meet the above goals, there is a distinct opportunity for 5G to meet more of the utility communication sector’s needs and thereby become increasingly relevant to this vertical, addressing existing shortcomings, as it builds out further capacity and enhances existing infrastructure. Many of these grid services are standardized by other standards bodies, e.g. IEC60870, IEC61850 and IEEE.
In summary, it is considered beneficial for 3GPP sepcifications in addressing 5G system support of different use cases and service requirements for smart grid.
[bookmark: _Toc27761159]

[bookmark: _Toc50122395]5	Use cases
[bookmark: _Toc50122396][bookmark: _Toc27761204]5.1	 Use case of Distributed Energy Storage
[bookmark: _Toc35209801][bookmark: _Toc50122397]5.1.1	Description
Distributed energy includes various forms such as solar energy, wind energy, fuel cell and gas combined. It is generally distributed in the user site, or near locations to realize energy generation, storage and supply. Distributed energy system has the characteristics of flexible location and decentralization, which adapts well to decentralized energy demand, and has reduced the huge investment required for upgrading the transmission and distribution power grid. It also works as a backup for the large power grid to improve reliability of whole energy supply. In storms, ice and snow weather, when the large power grid is severely damaged, distributed energy sources can form islands or micro-grids on their own to provide emergency energy to important users such as hospitals, transportation hubs, radio and television. 
But the distributed energy system has brought new technical problems and challenges to the power grid operation. When the distributed energy is connected to the large power grid, the energy flow on the distributed power grid becomes more complicated for that the user is becoming both the electricity user and the generator, and the current presents two-way flow and real-time dynamic changes. To improve the reliability, flexibility and efficiency of the distributed power grid, the communication system with a low latency, high reliability, massive connections and a high data rate is considered.

[image: ]
Figure 5.1.1-1 Example of Distributed Energy Storage grid architecture
Seeing Figure 5.1.1-1, it is one example of Distributed Energy storage grid architecture.The distributed power grid which is comprised of residential, commercial and light storage users, requires to exchange information among the Distributed Energy Storage Management Platform (DESMP) and the diverse Distributed Energy Devices (DED). The information exchanged in the distributed energy grid is not only to collect energy related data, but also to coordinate working flows of the distributed energy storage equipment, to change the equivalent load characteristics, and to realize flexible energy grid through load interaction etc. 
The DED is plug-and-play and periodically collects the operating information, such as battery energy, charge and discharge energy, alarm information, etc., and transfers them to DESMP. The DESMP regularly maintains connections with the DED and determines the online status and issue instructions to the DED to control the switch of the device and set the energy etc. Further, it obtains the electricity, energy, load and other information of the grid-connected users in the area from the DED to support the decision-making of flexible interaction between the distributed energy storage and the large power grid, or to analyze the user's electricity habits to guide the operation of distributed energy storage.

[bookmark: _Toc35209802][bookmark: _Toc50122398]5.1.2	Pre-conditions
Distributed energy system has the following functions: data acquisition and processing, active power adjustment, voltage and reactive power control, island detection, dispatch and coordination control, etc. It is mainly composed of DESMP, the DED and communication system. 
The DESMP is located in region center. And the diverse DED can be deployed in buildings, indoors, outdoors, tunnels, ports and electric vehicles which may be faced a poor communication signal condition or even out of network coverage.
The 5G system connects the DEDs with the DESMP.

[bookmark: _Toc35209803][bookmark: _Toc50122399]5.1.3	Service Flows
Every time after the DED and the DESMP establish a communication connection, the DED reports its configuration data to DESMP. For reliability, in general, the communications between DESMP and DED should be supported by multiple connections and backup each other.
The heartbeat data is always transmitted between the DESMP and DED to maintain a normal connection. 
In the process of general service flow, there are three kinds of data exchange:
a. Command delivering: DESMP sends control commands to the DED. It always requires <10ms latency with 99.9% reliability communication service for control frequency, power etc.
b. Data reporting: equipment normal operation information, mainly including: energy storage battery, energy storage converter, AC and DC charging and discharging equipment and other current operating data. It always requires <1s latency.
c. Other data: For example, the DED actively requests data, such as requesting the electricity price information from DESMP, and the AC/DC charging and discharging facility sends relevant information about the current charging and discharging under abnormal conditions.  
Based on the general service flow, in different scenarios, the data collection requirement is different. The following lists two typical scenarios in distributed energy storage service (NOTE: these data are from CEPRI).
Case1: data collection for energy storage in rural area
In the typical scenario of energy storage in rural area, it is always a large energy storage in one location. Considering the data collection, taking 100Ah lithium iron phosphate batteries as an example, the integration of a 2MWh energy storage container requires 6,250 batteries. So there are 6250 voltage and temperature collection points, and 780 current collection points, plus other 12-bit data e.g. alarms, internal auxiliary equipment such as air-conditioning, environmental monitoring and video. The collection data for the 2MWh energy storage container is about 20,000 16-bit data and among them, the current related collection points is about 800, which need implement collection every millisecond and report every 10ms, other 13000 points need implement collection and report every second. 
Thus, there are at least two traffic models (except video) in the typical 100MWh energy storage station which is constructed by 50 2MWh energy storage containers. One is for current flow with (800*50=40000) collection 16-bit data per millisecond, and every 10ms, the UL reported data volume is (40000*2*10=800k byte/10ms) which data rate is 640Mbps. The others is (13000*50=650000) collection 16-bit data per second, and every second, the UL reported data volume is (650000*2=1300k byte/s) which data rate is 10.4Mbps. 
Besides above, the surveillance video is the third kind of collected data. In every storage container, the typical video data is 12.5M bytes for every second. And in one energy storage station, there need 50 storage containers. Thus, the UL data rate per storage station is up to 12.5M(bytes)/s * 50(containers) * 8 = 5Gbps.
Case2: data collection for distributed energy storage in urban area
Virtual energy storage (VES) is a new type of energy storage system formed by the aggregation of user side power loads (such as air conditioning, refrigeration, heating, electric vehicles, etc.) with certain adjustment capabilities. [2]
In urban area scenario, electric vehicle is one type of VES element. It is a trend that the DED will be installed in the electric vehicle not only in the charging pole.
For electric vehicle, it is generally installed with about 7000 batteries which requires 7000 voltages, about 1000 current & temperature collection points at least. Further considering other collected data such as electronic control, charging and vehicle-grid interaction, for one electric vehicle, there is total about 10,000 16-bit data and among them, the current related collection data is more than 1000 16-bit data which need to be collected every millisecond and reported every 10ms, the others is more than 8000 16-bit data which need to be collected and reported every second.   
So, there are also at least two traffic models in this case, one is the current model, every 10ms, the UL reported data volume is (1000*2*10=20kbytes) which data rate is 16Mbps. The other is reported every second and the data volume is (8000*2=16kbytes/s) which data rate is 128kbps.

[bookmark: _Toc35209804][bookmark: _Toc50122400]5.1.4	Post-conditions
In urban public building, community, industrial park, rural village, this kind of distributed energy storage system with the help of 5G system works well and can supply reliable power for users. 

[bookmark: _Toc35209805][bookmark: _Toc50122401]5.1.5	Gap analysis
The 5G system shall be able to provide required communication service for distributed power storage where it is indoor, outdoor, underground etc.
Editor’s Note: It is FFS whether and how to address providing connection service to underground access for distributed power storage applications.
Editor’s Note: The requirement which related with different security/isolation level of the communication services required by distributed energy storage is FFS.

[bookmark: _Toc35209806][bookmark: _Toc50122402]5.1.6	Potential requirements
[PR. 001] The 5G system shall be able to provide required communication service for distributed energy storage according to the KPIs given in table 5.1.6-1 and table 5.1.6-2 .

Table 5.1.6-1 periodic deterministic communication service performance requirements --- data for distributed energy storage
	scenario
	 use case
	transfer interval target value
(ms)
	message size
(byte)
	data rate per storage location
(bps) (note1)
	communication latency (ms)
	reliability
	storage node density # /km2 (note2)
	active factor/ km2
(note3)

	Dense Urban
	Virtual energy  storage monitoring

	UL: 10
	UL:>20k

	UL: >16M
DL: >100k
	DL:10
UL:10
	DL: >99.90%
	>[x]*1k
	10%

	
	Virtual energy  storage : other data collection 
	UL: 1000
	UL: 16k
DL: >100k
	UL: >128k
DL: >100k
	DL:<10
UL:<1000
	
DL: >99.90%
	>[x]*1k
	10%

	Rural
	Power storage station monitoring 
	UL: 10
	UL: 16k*50

	UL: > 640M
DL: > 100k
	DL:<10
UL:<10
	DL: >99.90%
	>[x]*100

	10%

	
	Energy storage station operation data collection: other data
	UL: 1000
	UL: 26k*50
DL: >100k
	UL: > 10.4M
DL: > 100k
	DL:<10
UL:<1000
	DL: >99.90%
	>[x]*100

	10%

	NOTE 1: this KPI is to require data rate in one Energy storage station which may via one or more 5G connections and via one or more 3GPP UE(s) at the same time.
NOTE 2: It is used to deduce data volume in an area which has multiple energy storage stations. The data volume can be deduced through follow formula:
(Current + other data) data rate per storage station * (Storage node density /km2) * (Active factor/km2) + video data rate per storage station *  (Storage node density /km2)
NOTE 3: active factor means the proportion that the number of active DED which are delivering its collected data during one second time window compared with whole number of DED in the area which has multiple energy storage station
Editor’s Note:  the "x" in the table with real value will FFS.



Table 5.1.6-2   Aperiodic deterministic communication service performance requirements -- - video for distributed energy storage
	scenario
	 use case
	data rate per storage station
(bps) (note1)
	communication latency (ms)
	reliability
	storage node density # / km2 

	   Rural
	Energy storage station: video
	UL: >5G
DL: >100k
	DL:<10
UL:<1000
	DL: >99.90%
	>[x]*100 

	NOTE1: the data rate is to require data rate in one Energy storage station which may via one or more 5G connections and one or more 3GPP UE(s) at the same time. It can be calculated with following formula:
12.5M(bytes)/s * 50(containers) * 8 = 5Gbps
Editor Note:  the "x" in the table with real value will FFS.



[bookmark: _Toc50122403]5.2	 Use case of advanced metering
[bookmark: _Toc50122404]5.2.1	Description
Instead of recording and sending the metering data from a traditional wired electricity meter unit, electricity metering collecting can be executed by an UE integrated smart meter unit, including UE integrated community facilities, smart household appliances, etc. Smart meter units can send real-time metering data to the server in the Power Enterprise through mobile networks. In this way, the Power Enterprise will reduce the cost of cable for data transiting and make the monitoring flexible that helps meet the benefits and bring the new benefit chance. This is also a possible usage of AMI.
Advanced Metering utilizes AMI (Advanced Meter Infrastructure) system to collect, count, analyze, distribute and manage abnormal electrical energy data in the generation, transmission, distribution and using stages. It can collect real-time data of user power, monitor line loss, and power outage, real-time identify the change of household, calculate of three-phase imbalance, and monitor station voltage.
NOTE: The information obtained from smart appliances are never considered accurate nor guaranteed by certification authorities. This information is useful to customers to understand and influence their consumption patterns.
The AMI is usually comprised of smart meter, two-way communication network, measurement data management system (MDMS), and an optional user indoor network (HAN).See Figure 5.2.1-1.


[image: ]

Figure 5.2.1-1 AMI example architecture
Accurate fee control is a key advanced metering function enabled by AMI. The electric smart meter co-works with MDMS to deliver and perform control command for measuring instruments. The electric smart meters monitor relevant user energy status and deliver these data to MDMS. The MDMS sends control commands according to its policy and status data collected. The remote commands from the MDMS include: tripping, closing permission, alarm, alarm release, power protection, power protection release.

NOTE: Billing may or may not be correlated with use of MBMS service, as in many geographies the DSO is a distinct business entity from the Retailer, who has the direct business relationship with the customer. In such a case, the smart meter information will not be correlated with any billing information and cannot therefore provide feedback to customers concerning the billing impact of their energy usage.
Due to massive electricity meter boxes and household appliances keep online at the same time, the amount of connections the mobile network maintains simultaneously is so enormous that challenging to the mobile network capacity. It is estimated that the increased connections will up to 50-100 times.


[bookmark: _Toc50122405]5.2.2	Pre-Conditions
SS is a power company and it constructs AMI system to deploy advanced meter service for its users. Operator TT has assigned a contract with the power company SS to supply communication service for the AMI system.
Tom is one of the user of SS. In his house, all the electric equipment’s energy data can be collected by smart meter and then reported to the MDMS of SS.  

The smart meter is located in Tom’s house or nearby and the MDMS is located in the remote city center. The distance between the smart meter and the energy management center can be as far as a middle size city range (e.g. Tens of km)

[bookmark: _Toc50122406]5.2.3	Service Flows
       Scenario1:
1. The smart meter in Tom’s house report related energy usage data to SS.
2. The MDMS of SS sends commands to smart meter in Tom’s home to adjust smart meter report frequency and content considering its whole energy working status.
3. The smart meter in Tom’s home changes the report scheme accordingly.
4. When the MDMS detects that the user's remaining electricity will be run out, it will send an alarm command to remind the user to recharge as soon as possible; 
5. When the user's remaining electricity is exhausted, the MDMS will issue a trip command and the smart meter need implement the trip action accordingly which requires the latency less than 200ms (command delivery + command action);
6.When there are special circumstances that cannot be cut off, the MDMS can issue a power protection command in advance to ensure that the smart meter will not trip for related circumstances.


Scenario2:
1. After the smart meter in Tom’s house reports the status data to the MDMS, it detects that something is wrong with Tom’s home electricity supply system.  
2. The MDMS asks the smart meter to report more information for troubleshooting.
3. The smart meter co-works with MDMS to resolve the problem.
  
[bookmark: _Toc50122407]5.2.4	Post-Conditions
The energy related information from electric equipment can be reported to the MDMS on demand with required content and required communication performance.
The electric accurate fee control function can be implemented.
Co-working with smart meter, the MDMS can remotely troubleshoot energy problem for its user.
 
[bookmark: _Toc50122408]5.2.5	Existing features partly or fully covering the use case functionality
The 5G system shall be able to support resilience to dynamic adjust connection service performance considering advanced metering demand.
The 5G system shall be able to provide connection service wherever indoor, outdoor, low and medium altitude for advanced metering applications. 
Editor’s Note: It is FFS whether and how to address providing connection service to underground access for advanced metering applications.
The 5G system shall be able to provide required communication service to advanced metering according to KPI given in table x.x (note1)
Table 5.2.5-1Communication KPI for advanced metering
	User experienced Data rate
(bps)
	Latency
(ms)
	Reliability
%
	Connection density
	coverage

	UL:<2M
DL:<1M
	Accuracy fee control: < 100 (note2); 
General information data collection: <3000
	>99.99
	<[x]*10000/km2
	<40km
(city range)


	NOTE1: refer [3].
NOTE2: the accuracy fee control latency here is for communication latency. The command implementation need 100ms.
Editor’s Note:  the "x" in the table with real value will FFS.


[bookmark: _Toc50122409]5.2.6	Potential New Requirements needed to support the use case

[bookmark: _Toc50122410]5.3	 Use case of distributed automation
[bookmark: _Toc50122411]5.3.1	Description
With the increased requirements for more reliable power supply, uninterrupted and continuous power supply, shorten the accident isolation time to milliseconds are required and support regional non-stop power services which make severe challenges for the main station in centralized distribution automation. 

So intelligent distributed distribution automation has become one of the trends of the distribution automation grid development. Its characteristic lies in the distributed sinking of the processing logic of the original master station to the intelligent power distribution terminal, through the 5G communication among the terminals and distributed mater station, intelligent judgment, analysis, fault location, fault isolation and non-fault area power supply restoration operations can be realized. 

In this way, the fault handling process can be fully automated, the fault scope can be restricted and fault handling time of the distribution network can be decreased from minutes to milliseconds.

As illustrated in the Figure 5.3.1-1, the distributed automation grid system is mainly composed of distributed master station, distributed monitoring terminal and the communication system. The distribution master station is mainly used for information processing and human-computer interaction, and the distributed terminal is used for feeder status information collection and action execution; the communication system is to provide the communication link between the distribution master station and the distribution terminals. 
The distributed master station is usually connected with 5G system via wired or LAN which is out of 3GPP scope. 
One distributed terminals here is served by one 3GPP UE to deliver the collected data. The connection between the distributed terminal and the 3GPP UE is out of 3GPP scope.
The 5G communication here are required very higher reliability. Therefore at least two communication links are usually deployed for hot standby or transmitting data synchronously between two distributed monitoring terminals. And it is same between one distributed terminal and the distributed master station.
[image: ]
Figure 5.3.1-1 Example of distributed automation architecture

[bookmark: _Toc50122412]5.3.2	Pre-Conditions
Chinese Distributed Grid can be divided into urban and agricultural parts. In urban area, the power load is relatively concentrated, and the distributed grid working environment is better. But in the agricultural area, the power service range is very large, while the distributed grid has to face so many issues e.g. a large number of harmonic sources, three-phase unbalance, voltage flicker pollution. 
Two 5G communication links are deployed for hot standby or transmitting data synchronously between UEs in distributed monitoring terminals and the network. 
[bookmark: _Toc50122413]5.3.3	Service Flows
1.Data collection: The distributed terminals collect and report related status information to the distributed master station in real time.
2.Fault detection and location: The distributed master station collects, processes, and stores the fault signal of the entire feeder loop, and judges the fault whether an instantaneous or permanent fault. 
2a. When the distribution fault is an instantaneous fault, the feeder automatic processing process is not triggered. 
2b. When the fault is a permanent fault, the master station will locate the feeder fault based on the signals of each power distribution terminal. The upstream power distribution terminal of the node will continue to send status information, while the downstream power distribution terminal will not report the fault signal. Therefore, in the corresponding fault node, only one switch should send out the fault signal. According to this feature, when a feeder fault occurs, the power distribution master station can locate fault point.
3.Fault isolation: When the fault node is determined, according to the preconfigured action order, all switches around the faulty node will be notified and disconnected to realize effective identification and isolation of the faulty area. 
4.Fault restoration: For the restoration of power supply in power-loss areas, it is necessary to clarify the number and wiring of its tie switches, e.g. when a fault occurs in the cabinet of the one-in-two-out ring main unit, if two outgoing lines have isolated power-loss areas. The distributed master station requires the distribution terminals to report the number of tie lines and the number of contact switches in the power-loss area. Then, according to the preconfigured policy, the distributed master station sends a lot of commands to related distributed terminals to reconstruct the power distribution structure, and close the tie switch, to restore the power supply in the power-loss area. 
5.Restoration confirmation: After the power supply is restored in the power-loss area, the system needs the distribution terminals report status information to determine whether the restoration is well done.
[bookmark: _Toc50122414]5.3.4	Post-Conditions
It can identify and shorten the power feed accident isolation time to milliseconds and support regional non-stop power services.
[bookmark: _Toc50122415]5.3.5	Existing features partly or fully covering the use case functionality
The 5G system shall be able to provide connection service wherever the power terminal is indoor, outdoor, low and medium altitude, or underground.
Editor note: It is FFS whether and how to address providing connection service to underground access for distributed automation grid applications.
[bookmark: _Toc50122416]5.3.6	Potential New Requirements needed to support the use case
[PR. 001]The 5G system shall be able to provide at least two back up communication links between every UE in a distributed terminal and the network.
[PR. 002]The 5G system shall be able to provide  required communication service according to KPI given in table 5.3.6-1 (NOTE 1)
Table 5.3.6-1 KPI for distributed automated grid
	User experienced Data rate
(bps)
	Latency
(ms)
	Latency jitter
(us) (note2)

	Synchronicity budget requirement (us)
	Reliability
%
	Connection density
	coverage

	2-10M
	<10

	<50 

	<10

	99.999
	[x]*10/km2

	<40km
(city range)

	NOTE 1: refer [3] [4]
NOTE 2: the latency jitter is required for the switch off between the active and standby communication links while the communication links distance <40km.
Editor’s Note: the "x" in the table with real value will FFS.



[bookmark: _Toc50122417]5.4	Use case of line current differential protection in power distribution grid
[bookmark: _Toc354590101][bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc50122418]5.4.1	Description
Line current differential protection (defined as 87L in IEEE C37.2-2008 [5]) has been widely used in electrical transmission systems to protect High-Voltage (HV) transmission lines. As a proven protection mechanism, it is also deployed for power distribution networks to protect (Medium-Voltage) MV distribution lines where applicable. The popularity of line current differential protection comes from the fast protection mechanism, reliability and the absolute selectivity of protected zones. Therefore, for Low-Voltage (LV) and MV power lines (both underground and overhead), current differential protection could be deployed easily with cellular technology without having to lay dedicated communication cables, either in refurbishment or new distribution substation construction projects.
The mechanism of line current differential protection follows the Kirchhoff’s current law, which is that the sum of currents at a junction of a circuit equals to zero. As illustrated in Figure 5.x.1-1, two protection relays deployed at two substations form the protection zone, within which the power line is protected from incidents such as short circuit. Each protection relay continuously measures its local current and transmits it towards the other. Each protection relay compares the locally measured current and the current received from the remote relay to calculate the differential current at a specific instant of time. Figure 5.x.1-1. shows two communication channels (illustrated as dashed arrow boxes) between the two protection relays. Here in this contribution the “communication channel” refers to the channel used for transferring the phase segregated current value data between the two protection relays. The current phasors from the two protection relays, deployed geographically apart from each other, should be aligned in time for the current differential algorithm to execute correctly. For Relay_a, at a given moment the local current is I_a’_Tx, and the time-aligned remote current from Relay_b is I_b’_Rx. Using them as input, the protection algorithm in Relay_a derives the differential current. The same mechanism functions in Relay_b. Whenever the differential current exceeds the threshold values as determined by the relay restraint characteristics, the relay will send a trip command to the circuit breaker (XCBR) to open the circuit, thus protecting the power line from being burnt down and any secondary damages a fireball blaze on the power line can cause.
[image: ]
Figure 5.4.1-1: Line Current Differential Protection by two protection relays (Relay_a and Relay_b), deployed in two substations  
The protection function of the protection relay depends on three things: 1. sampling, buffering and transferring local current; 2. receiving the sampled current values from the remote protection relay; 3. Time synchronization of the two protection relays - performing time-alignment of the locally buffered current samples with received remote samples. 
In terms of sampling, a protection relay needs to sample the local current periodically, and transfers sampled data within a pre-defined time period T. In other words, the communication latency should not exceed T. Max of T is specified in IEC 61850-90-1 [6] to be between 5ms and 10ms, which infers the latency requirement for this use case. Secondly, once the buffered samples pertinent to the same instant in time are available, the relay must align them in time. As a relay needs to perform correct alignment of local and received data before calculating the differential current, the relay needs to know well enough when the remote relay transmits a specific data packet. Current clock synchronization is realized by relays attaching timestamps to measurement samples before transmission. A modern relay with an Ethernet interface normally needs to resort to IEEE 1588 Precision Time Protocol [7] for synchronization, since the relay assumes the Ethernet network to be non-deterministic.
Regarding time alignment of local and received remote data, two methods exist, namely the method to use external time source such as GNSS, or “channel-based” alignment method. Due to various reasons in some smaller substations a GNSS receiver is not available. Even for a substation installed with a GNSS receiver, relays shall fall back to channel-based alignment for time synchronization, should GNSS become unavailable. For this reason, support of the “channel-based alignment” is the focus of the proposed use case.
Different from GNSS-based alignment that is not adversely affected by communication channel asymmetry, the channel-based alignment is critically dependent on channel symmetry – near equal latency in transmission and reception directions between two protection relays respectively. Currently in the smart grid automation market, the max communication channel asymmetry is dependent on the chosen type of differential protection relay and is vendor-specific. For instance, an old-fashioned TDM-based differential protection relay is more sensitive to asymmetry than a modern type differential protection relay with an Ethernet interface. The latter can deal with asymmetry till 3ms, above which the relay will enter blocking mode. According to the IEEE C37.243 Guide [8], the asymmetry in terms of communication channel latency is around 2ms. From here on, focus is on how to satisfy channel-based alignment requirements using services from 5G system.
Option 1:
Per existing protection relay algorithm implementation, channel-based alignment presumes the delay in each communication direction to be (nearly) half of the RTT. If 5G system provides this condition, existing relay algorithm can be reused. According to IEEE C37.243 Guide, 2ms can be required as the max communication channel latency asymmetry between the two protection relays. Below are some additional details how protection relays performs channel-based alignment:
Relay_a attaches a timestamp to the transmitted measurement data, Relay_b receives the timestamp from Relay_a and re-attaches the same timestamp to the next out-going data packet towards Relay_a. By receiving the original timestamp in return packet, Relay_a determines the RRT by subtracting the present local time with the returned timestamp. Halving the RTT, Relay_a obtains the amount of time shift/alignment it shall apply to the current samples received from Relay_b. Therefore, it is required that the communication channel from Relay_a to Relay_b incurs near-equal latency as the channel from Relay_b to Relay_a. Following this approach, excessive communication channel asymmetry between Relay_a and Relay_b will lead to misalignment of currents (such as the I_b’_Tx and I_a’_Rx at Relay_b in Figure 5.x.1-1), manifesting in phase shift. This will result in increase or decrease of the apparent differential current, causing blocking of the protection or in the worst case a false trip and further negatively impact smart grid availability and reliability.     
Option 2:
Alternatively, instead of requiring the communication channels (from Relay_a to Relay_b, and from Relay_b to Relay_a) to be highly symmetrical regarding latency, a different approach could be proposed as a new 5G service to improve protection relay design by the smart grid OEMs. To achieve the same goal as for Relay_a to know how much it needs to time shift the received current samples from Relay_b to align with its local current, it is sufficient if the 5G system could provide such a protection relay with the latency of the relevant communication channel (latency from Relay_b to Relay_a for Relay_a, and latency from Relay_a to Relay_b for Relay_b) with good confidence/precision. This provided latency value could either be estimated or assigned by the 5G system. In this way, the channel latency information is directly provided to relays by the 5G system, a protection relay does not need to carry out its own estimation. This could open new possibilities for the protection relay manufacturers to design new and possibly simpler time-alignment algorithms.
Option 3:
Using the existing IEEE 1588 time master of the NG-RAN. In this case, the complexity could be the use of the IEEE 1588 power/utility profile (a.k.a. IEC 61850-9-3 [9]) instead of using the telecom profile.

[bookmark: _Toc354586743][bookmark: _Toc354590102][bookmark: _Toc355779205][bookmark: _Toc50122419]5.4.2	Pre-conditions
Typically in a distribution grid, a MV power line transmits electricity between two substations. Two protection relays are installed at both ends of the power line. Relay_a continuously samples and measures the local current I_a’ and sends it to Relay_b, so does Relay_b. 
[bookmark: _Toc354586744][bookmark: _Toc355779206][bookmark: _Toc354590103][bookmark: _Toc50122420]5.4.3	Service Flows
1. 	Relay_a samples local current values I_a’, stores them locally and sends them to Relay_b periodically. Timestamp is attached to the sampled values to help Relay_b match the data correctly. 
2. 	Relay_b samples local current values I_b’, stores them locally and sends them to Relay_a periodically. Timestamp is attached to the sampled values to help Relay_a match the data correctly.
3. 	Relay_a receives samples from Relay_b within the latency required by IEC 61850-90-1. Depending on the applied voltage levels, the max allowed latency is between 5ms and 10ms. Relay_a stores the received samples in a local buffer.
Relay_b receives samples from Relay_a within the latency required by IEC 61850-90-1. Depending on the applied voltage levels, the max allowed latency is between 5ms and 10ms. Relay_b stores the received samples in a local buffer.
4.	 Inside both Relay_a and Relay_b, a microprocessor decides that all the relevant data for a same instant in time are collected. The Relay then aligns these data and uses the algorithm to calculate the differential current for this time instant. 
5. 	Differential current calculated at both Relay_a and Relay_b stays in the restraining region (below threshold). None of the relays trips. The system continues to function in normal condition.
6. 	(Example incident) Suddenly, a strong wind blows down a tree branch, which during the fall with its additional weight brings down the overhead distribution line close to the ground. The voltage of the power line causes an electric discharge with objects on the ground, causing spark leakage. This discharge causes current from both substations to flow with increased magnitude into the power line.
7. 	Since both the relays are still measuring the current and sends the sampled values to each other. Relay_a detects from a very instant in time, the differential current exceeds the threshold. Relay_a triggers a trip signal to the connected circuit breaker.
8. 	Circuit breaker opens, stops current from flowing into the power line to cause more serious damage.
[bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc355779207][bookmark: _Toc50122421]5.4.4	Post-conditions
 The abnormal condition of the power line in the protected zone is duly isolated from the electrical grid. 
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106][bookmark: _Toc50122422]5.4.5	Existing features partly or fully covering the use case functionality
The communication mechanism is partly covered by existing 5G functionalities. Support of IEEE 1588 PTP is an existing feature. Additional traffic from running IEEE 1588 PTP is around 0.004 Mbps. In TR22.804 [10] there is attempt to touch upon the similar case, where the clock synchronization accuracy ≤ 10 μ𝑠, and latency requirement is 15ms. 
[bookmark: _Toc50122423]5.4.6	Potential New Requirements needed to support the use case
[PR. 001] The 5G system shall support an end-to-end latency of less than 5ms or 10ms, depending on the applied voltage level. Here the end-to-end latency is between two UEs including two wireless links.
[PR. 002.option1] The 5G system shall support communication channel symmetry in terms of latency (latency from UE1 to UE2, and latency from UE2 to UE1) between the two relays, with the max asymmetry < 2ms.   
[PR. 002.option2] The 5G system shall provide a UE with communication channel latency from the remote UE, with an accuracy of the provided latency < 1ms.
[PR. 002.option3] The 5G system shall provide the protection relay with timing information with the comparable precision as GNSS-based precision. The IEEE 1588 time master in NG-RAN should provide protection relays with IEC 61850-9-3 based power/utility profile
[bookmark: _Toc50122424]5.5	Smart Energy Differentiated QoS For Transported Encrypted Data
[bookmark: _Toc50122425]5.5.1	Description
This use case describes a common need of Utilities with diverse substations that require communication. Diverse services’ communication traffic need to be aggregated over a communication service in an ecrypted form. This would prevent the 3GPP system from inspecting the traffic to identify and classify it (either in the downlink or uplink.)
[bookmark: _Toc50122426]5.5.2	Pre-conditions
A Distribution System Operator (DSO) “U” receives telecommunication services from a MNO “T.” U has deployed 100s to 10,000s of substations that generate service traffic of diverse criticality, QoS requirements, etc. U has arranged, via service level agreements (SLAs) specific QoS treatment for these different classes of service traffic with T. The use case focuses on a particular substation “S” and its communication by means of T’s 3GPP network, to connect multiple services of different nature and traffic patterns, multiplexed over a single WAN connectivity.
[bookmark: _Toc50122427]5.5.3	Service Flows
S establishes sessions with the T’s network. S appears as a UE to the 3GPP system. Behind S is a local network (in the substation). S serves as a router to the traffic in that network. S is able to categorize the traffic into different classes, each requiring disintinct QoS treatment in the 3GPP system. S encrypts the traffic uplink, using an end to end encryption with the service termination in the DSO’s network. 
[image: ]
Figure 5.5.3-1: Multiple End-to-End QoS Flows from Substation to DSO Service Network
Downlink flows are also encrypted and characterized in such a way as that the 3GPP system handles the traffic with the appropriate QoS.
[bookmark: _Toc50122428]5.5.4	Post-conditions
Traffic is delivered by the 5G system to support U from and to each S as required by the SLA. The traffic confidentiality is maintained. 
[bookmark: _Toc50122429]5.5.5	Existing features partly or fully covering the use case functionality
22.261 6.7.2
The 5G system shall allow flexible mechanisms to establish and enforce priority policies among the different services (e.g. MPS, Emergency, medical, Public Safety) and users.
NOTE 1:	Priority between different services is subject to regional or national regulatory and operator policies.
The 5G system shall be able to provide the required QoS (e.g. reliability, end-to-end latency, and bandwidth) for a service and support prioritization of resources when necessary for that service.
The 5G system shall be able to support a harmonised QoS and policy framework applicable to multiple accesses.
The 5G system shall be able to support E2E (e.g. UE to UE) QoS for a service.
NOTE 2:	E2E QoS needs to consider QoS in the access networks, backhaul, core network, and network to network interconnect.
A 5G system with multiple access technologies shall be able to select the combination of access technologies to serve an UE on the basis of the targeted priority, pre-emption, QoS parameters and access technology availability. 
22.261 6.8
Based on operator policy, the 5G system shall support a real-time, dynamic, secure and efficient means for authorized entities (e.g. users, context aware network functionality) to modify the QoS and policy framework. Such modifications may have a variable duration.
22.261 6.10.2
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to define and update the set of services and capabilities supported in a network slice used for the third-party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party application to request appropriate QoE from the network. 
22.261 8.2
The 5G system shall provide integrity protection and confidentiality for communications between authorized UEs using a 5G LAN-type service. 
The 5G system shall provide suitable means to allow use of a trusted third-party provided encryption between any UE served by a private slice and a core network entity in that private slice. 
The 5G system shall provide suitable means to allow use of a trusted and authorized third-party provided integrity protection mechanism for data exchanged between an authorized UE served by a non-public network and a core network entity in that non-public network.
Specific QoS for different services is included in this section as it clearly corresponds to needs by Smart Grid.
	Service
	Bandwidth (kbps)
	Latency
	Availability (%)
	Power supply backup [NOTE 1]

	Advanced metering infrastructure (AMI)
	10-100
	2-15 sec
	99-99.99%
	Not necessary

	Distribution Automation (DA)
	9.6-100
	100 ms – 2 sec
	99-99.999%
	24-72 hours

	Demand Response (DR)
	14-100
	500 ms – several minutes
	99-99.99%
	Not necessary

	Distributed Generation (DG)
	9.6-56
	20 ms – 5 min
	99-99.99%
	1 hour

	NOTE 1: The Power supply backup KPI is provided for background information and a deployment issue.


  Table 5.5.1: KPIs for Smart Energy Services
These values are given in [11] cited from [12] and [13].
Editor’s Note:	Further services may be added to Table X.1.6 in future revisions of this use case.
Smart Grid services specified by IEC generally are defined only at layer 7. This means there are no defined KPIs for lower layer implementation. These values are determined through measurements and analysis. The research is already some years old. The bandwidth requirements are known to be increasing with time, as more services are added and services are deployed more extensively.
Editor’s Note: The QoS values in this section may overlap with or correspond to other use cases, which can be resolved in future versions of this TR.
[bookmark: _Toc50122430]5.5.6	Potential New Requirements needed to support the use case
Editor’s Note: Further potential new requirements to support the use case may be identified.

[bookmark: _Toc50122431]5.6	Service Lifetime for Utilility Communication Services Deployments
[bookmark: _Toc50122432]5.6.1	Description
Energy infrastructure deployment occurs within a context where there is an expectation regarding service lifetime. The process of creating civic infrastructure requires significant oversight and consideration, and aims at long term solutions. This is true for all components of the energy system – generation, transport, distribution and customer premises components. The energy system is vast, so serviceability has to be considered so that the overall components require as little manual repair and maintenance as possible. Electrical infrastructure as a whole is meant to serve for multiple decades. Like physical civic infrastructure, utilities are mandated to target long term stable communication infrastructure that serve the public interest over an extended period of time. The service lifetime of diverse components are so long that newly deployed equipment must always consider interworking with legacy deployments. 
Communication components of the energy system are no exception. Some communication services were deployed decades ago and continue operation (e.g. legacy teleprotection using copper wires as telecommunication.) In general, energy system communication services are defined at the application layer (e.g. by IEC). The role of the communication service is to carry these protocols with sufficient performance (throughput, reliability, maximum latency, hurrwem etc.) While it is possible to change communication infrastructure while maintaining the same services, this is done gradually. The communication infrastructure components are deployed with the intention that they will serve for an extended period of time – often decades, the same time scales as the energy system components expected lifetime. If more communication capacity is needed, this is added incrementally for new services, with attention paid to reduce change for existing components operation as much as possible.
The telecommunications system standardized by 3GPP supports backwards compatibility. There is a very strong commitment to support of legacy terminals. Cell phones from the mid 90s can still operate today. At the same time, the standard moves quite quickly (from an energy system perspective) with new ‘generations’ every decade – using different spectrum, radio protocols and networks. With 5G, service continuity and interworking with 2G and 3G has been discontinued, except for a few capabilities (e.g. 5G to 3G service continuity.) For energy infrastructure planning purposes, the 3GPP system needs to support long (e.g. 30-40 year) service lifetimes, in which terminals will be in continuous operation. The percentage of M2M-type operational services over 4G today is very low today, compared with the use of 2G and 3G.
Some features have been developed in 3GPP to facilitate backwards compatibility at different layers of the system. For example Dynamic Spectrum Sharing (DSS) in 5G allows different 3GPP RATs to coexist in the same carrier. This can facilitate migration or preservation of legacy radio technology. 
The ‘deployment’ use case below considers these aspects from the perspective of a utility system operator. Unlike many use cases, this takes place over years.
[bookmark: _Toc50122433]5.6.2	Pre-conditions
Volt, a publicly traded utility company, operates the electrical transport and distribution network in more than one country. Interest in and regulatory requirements for smart grid services grows, and with it the demand for communication services. The existing communication infrastructure that Volt has deployed will become insufficient in the future, so Volt plans for deploying additional capacity. The target is to deploy communications equipment that will operate for 30-40 years. There are many technologies that Volt could choose for infrastructure, among them 5G standards. These technologies could be the basis for the utility private infrastructure, or could be used as a service if provided through a MNO. The entire process of planning, acquisition and deployment itself takes several years, but it has begun.
[bookmark: _Toc50122434]5.6.3	Service Flows
Volt identifies particular communication services to be addressed with LTE access to a 5GC, completes the evaluation, approval and investment process and begins to deploy. From the time that the planning started until deployment beings, five years have elapsed.
Some components of the system are ‘IoT’ sensors – in the transport and distribution system. These sensors are often deployed in locations that are inaccessible, where physical replacement would be unduly expensive. The overall planning and expectation is that these terminals will be in service for 35 years. (That is 40 years since the planning process began.)
The years go by, and Volt’s 5G communication infrastructure continues to function. As 8G standards emerge on the market, Volt begins to consider how to replace that infrastructure – the 5G IoT sensors and other communications equipment deployed earlier. Some of the 5G components are not going to be supported by the new communication system (including integration of the 8G network with 5G networks, for example, due to the need for greater system security.)
[bookmark: _Toc50122435]5.6.4	Post-conditions
Volt has successfully operated their energy utility services, relying on 5G communication services, for over 35 years. They begin to deploy 8G technology fully expecting this to remain in operation until 2100.
[bookmark: _Toc50122436]5.6.5	Existing features partly or fully covering the use case functionality
Though not formally stated in 3GPP, successive releases and indeed changes to any release after it has been frozen, avoid incompatible changes. Any change, for enhancement, correction or simplification of the standards based system occurs only after comprehensive review and acceptance by the community of stakeholders. This expresses 3GPP standards’ commitment to and emphasis on backwards compatibility.
Each generation includes comprehensive support for diverse telecommunications services. The degree of integration and service continuity offered by 2G through 4G was extensive. With 5G the compatibility has been reduced. This however does not mean that a 2G, 3G or 4G system cannot be operated at the same time as the 5G system, to maintain support for existing services. However, realistically, MNO access to spectrum and the efficient use of it, make it suboptimal for operations to maintain diverse legacy access networks. Utility equipment (routers and switches in operation) are therefore subject to different decisions to be taken by the different MNO’s in the different world regions where Volt operates. 
[bookmark: _Toc50122437]5.6.6	Potential New Requirements needed to support the use case
Editor’s Note: New requirements remain FFS.

[bookmark: _Toc50122438]5.7	Remote DSO management of connectivity for Smart Energy
[bookmark: _Toc50122439]5.7.1	Description
It is important to emphasize that this use case is not theoretical. There are many substations around the world that use 3GPP access for communication services in more or less ad hoc fashion (where management interfaces between the 3GPP system and the DSO are not standardized.) This use case focusses on how 5G can provide service to DSOs as well.
A DSO has many, e.g. 100s to 10,000s of substations. These substations are managed from operation centers typically referred to as control centers. 
[image: ]
Within the substation there are many services (shown here remote metering, automation, MV supervision, LV supervision, etc.) In addition, there are power line communication links beyond, to customer premises equipment, that increasingly will spread out the reach of IP services up to the smart meters. The thick red line represents the termination of communication outside the substation. For 3GPP telecommunication services supporting the DSO, the model of the interface between the switch and the network can be considered a 5GLAN service.
The actual topology between substations is more complex than shown, since there may be several communication services (back up links to provide greater reliability, etc.) For the purposes of this use case this is not considered further.
The traffic from the diverse services in the substation is aggregated before it leaves the switch and may be encrypted – the 5G system will not see the individual service flows. Of particular importance to the DSO is the interface exposed by the switch. Information about this from the mobile network that has proved very important in the past.
Specific information that is required includes UE information, Connectivity status including QoS parameters, and session status information including user plane performance and fault information.
Specific events should trigger real-time delievery of information to the DSO from the MNO. 
Editor’s Note: Further development of the use case will identify and justify each type of information exposure that is required. Until this use case is further developed and each type of information is fully justified, the required information to expose is FFS.

[bookmark: _Toc50122440]5.7.2	Pre-conditions
A DSO “U” has a service contract with a MNO “T” to provide telecommunication service to U’s substations. U has shared parameters for delivery of information (e.g. monitoring and alarms) with T in advance from a standard set of them grouped in a SNMP MIB or any similar standard artifact offering the needed functionality,and established standard communication interfaces (e.g. APIs) that allow secure and highly available exchange of management data between T and U. The parameters and the communication interface must be standard for all MNOs and DSOs be able to receive a consistent service in the different world regions indepently of the service provider.
In a DSO network operation center for U’s distribution services, a technician “Fred” observes a number of substation local area networks, ready to detect and resolve any sign of trouble that arises. Supplementing the DSO’s network management information, the MNO exposes management data to enable Fred to properly respond to failures in the DSO network.
[bookmark: _Toc50122441]5.7.3	Service Flows
During the course of a very bad day, Fred observes the following issues:
1. 	For a substation network, the UE providing communication for the switch of the substation local area network, trouble arises.
a. 	A technician swaps a switch’s USIM card unexpectedly. Though the new USIM card allows the switch to obtain connectivity, it is the ‘wrong’ subscription for this substation.
i.	A switch appears to unexpectedly move from one cell to another. (Upon investigation, Fred determined that the ‘mobility’ was due to a truck full of scrap metal parked in front of the substation that caused the signal from one cell to diminish to the point that the UE switched serving cell.)
At the same time as the unexpected move from one cell to another – there is a substantial and unacceptable reduction in performance. (e.g. the UE switches from E-UTRAN service to UTRAN service, with markedly reduced performance. 
ii.	The signal strength received by the UE drops below the level needed to trigger an delivery of information to the DSO from the MNO.
As a result of these observations, Fred files reports to investigate later, in order to pursue service improvements or mitigations to these problems (e.g. new procedures for service technicians, disallowing parking in front of substations, etc.)
b. 	For another substation network, there is a communication failure for some of the service components in the substation. Fred investigates and determines that e.g.
i. 	The UE is reachable. 
ii. 	The VLAN configured with the 5GC is configured properly. 
iii. 	Over this VLAN, the equipment in the substation is also reachable. The network management interfaces for this equipment (out of scope of 3GPP) indicate they should be operable.
iv. 	Further investigation of the conditions of the 3GPP connectivity indicate one or more of the following problems –, QoS performance parameters are not sufficient according to the SLA, , etc.
2. 	For a number of substations, there is a sudden number of common communication failures. Fred investigates and determines sufficient information to effectively resond to the incident and communicate with the MNO.
Editor’s Note: further detail will be added to this use case to provide motivation for specific information exposure by the MNO to the DSO.
As a result of these discoveries, Fred can contact the MNO to work to resolve the incident – possibly immediately if the service degradation is serious enough to reduce services beyond a critical level.
[bookmark: _Toc50122442]5.7.4	Post-conditions
U is able to work to maintain and improve the services they provide to their customers. U is able to report incidents to T with an enriched content that will help the identification and solution of it with less effort and time. T receives input from U and is able to improve and maintain their service quality.
[bookmark: _Toc50122443]5.7.5	Existing features partly or fully covering the use case functionality
22.261 6.10.2
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to monitor the network slice used for the third-party.
The 3GPP network shall be able to provide suitable and secure means to enable an authorized third-party to provide the 3GPP network via encrypted connection with the expected communication behaviour of UE(s).
NOTE 1:	The expected communication behaviour is, for instance, the application servers a UE is allowed to communicate with, the time a UE is allowed to communicate, or the allowed geographic area of a UE.
The 3GPP network shall be able to provide suitable and secure means to enable an authorized third-party to provide via encrypted connection the 3GPP network with the actions expected from the 3GPP network when detecting behaviour that falls outside the expected communication behaviour.
NOTE 2:	Such actions can be, for instance, to terminate the UE's communication, to block the transferred data between the UE and the not allowed application.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party to scale a network slice used for the third-party, i.e. to adapt its capacity.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted third-party application to request appropriate QoE from the network. 
Based on operator policy, the 5G network shall expose a suitable API to allow an authorized third-party to monitor the resource utilisation of the network service (radio access point and the transport network (front, backhaul)) that are associated with the third-party.
Based on operator policy, the 5G network shall expose a suitable API to allow an authorized third-party to define and reconfigure the properties of the communication services offered to the third-party.
Based on operator policy, the 5G system shall provide suitable means to allow a trusted and authorized third-party to consult security related logging information for the network slices dedicated to that third-party.
Based on operator policy, the 5G network shall be able to acknowledge within 100ms a communication service request from an authorized third-party via a suitable API.
The 5G network shall provide suitable APIs to allow a trusted third-party to monitor the status (e.g. locations, lifecycle, registration status) of its own UEs.
NOTE 3: The number of UEs could be in the range from single digit to tens of thousands.
The 5G system shall support APIs to allow the non-public network to be managed by the MNO third s Operations System.
The 5G system shall provide suitable APIs to allow third-party infrastructure (i.e. physical/virtual network entities at RAN/core level) to be used in a private slice. 
A 5G system shall provide suitable APIs to enable a third-party to manage its own non-public network and its private slice(s) in the PLMN in a combined manner.
Editor’s Note: The applicability of non-public networks and private network slices to this use case is FFS.
22.261 6.26.2.3
The 5G network shall enable the network operator to create, manage, and remove 5G LAN-VN including their related functionality (subscription data, routing and addressing functionality). 
22.261 6.26.2.5
The 5G system shall support traffic scenarios typically found in an industrial setting (from sensors to remote control, large amount of UEs per group) for 5G LAN-type service.
22.261 6.26.2.9
Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted third-party to create/remove a 5G LAN-VN.
Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted third-party to manage a 5G LAN-VN dedicated for the usage by the trusted third-party, including the address allocation.
Based on MNO policy, the 5G network shall provide suitable APIs to allow a trusted third-party to add/remove an authorized UE to/from a specific 5G LAN-VN managed by the trusted third-party.
22.261 8.5
For a private network using 5G technology, the 5G system shall support network access using identities, credentials, and authentication methods provided and managed by a third-party and supported by 3GPP.
Editor’s Note: The applicability of non-public networks and private network slices to this use case is FFS.
[bookmark: _Toc50122444]5.7.6	Potential New Requirements needed to support the use case
[PR. 001] Based on MNO policy, the 5G network shall provide suitable means to allow a trusted third party to monitor a LAN-VN performance parameters, to configure and receive information for conditions relevant to a specific UE, network and and specific configuration aspects of the UE in the VN.
Information exposure is needed by the DSO.
[bookmark: _GoBack]Editor’s Note: Further development of the use case will identify and justify each type of information exposure that is required. Until this use case is further developed and each type of information is fully justified, the required information to expose is FFS.
Editor’s Note: Further potential new requirements to support the use case may be identified.
[bookmark: _Toc46160437][bookmark: _Toc50122445]6	Considerations
[bookmark: _Toc46160438][bookmark: _Toc50122446]6.1	Potential security considerations
[bookmark: _Toc46160439][bookmark: _Toc50122447]6.2	Potential charging considerations
[bookmark: _Toc46160440][bookmark: _Toc50122448]7	Consolidated potential requirements and KPIs
[bookmark: _Toc46160441][bookmark: _Toc50122449]7.1	Consolidated potential requirements
[bookmark: _Toc46160442][bookmark: _Toc50122450]7.2	Consolidated potential KPIs
[bookmark: _Toc27761209].
[bookmark: _Toc50122451]8	Conclusion and recommendations
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