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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

1
Scope

The present document  identifies further Stage 1 potential 5G service requirements for cyber-physical control applications in vertical domains. 

The present document provides specific use cases to provide clarity and to motivate the additional service requirements. Relative to the Rel-16 baseline, there are more specific requirements or additional requirements for closely-related additional functionality in order to improve the applicability of 5G systems to vertical domains.

The aspects addressed are:

-
Industrial Ethernet integration, which includes time synchronization, different time domains, integration scenarios, and support for time-sensitive networking (TSN);
-
Non-public networks, non-public networks as private slices, and further implications on security for non-public networks;

-
Network operation and Maintenance in 5G non-public networks for cyber-physical control applications in vertical domains; Enhanced QoS monitoring, communication service and networks diagnostics; Communication service interface between application and 5G systems, e.g. information to the network for setting up communication services for cyber-physical control applications and corresponding monitoring;

-
Network performance requirements for cyber-physical control applications in vertical domains;

-
Positioning with focus on the vertical dimension for Industrial IoT;
-
Device-to-device/ProSe communication for cyber-physical applications in vertical domains.
2
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3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

global time domain: synchronization domain using TAI (temps atomique international) or similar as timescale.

synchronisation domain: Set of devices for which time is synchronized to the sync master of the synchronization domain and that use the same synchronization domain identifier. Other terms are time domain or clock domain.
working clock: a user-specific synchronization clock for a localized set of UEs collaborating on a specific task or work function. [2] 
working clock domain: synchronization domain for a localized set of devices collaborating on a specific task or work function.
example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

ACSI
Application Communication Service Interface

AGV
automated guided vehicle

AR
Application Relation

CR
Communication Relation

Dsp 
Descriptive Parameters

gPTP
generalized precision time protocol

PTP
precision time protocol
QoSp
QoS Parameters

Scp
Security Parameters

Sfp
Safety Parameters

TSN
time-sensitive networking
<ACRONYM>
<Explanation>

4
Overview
Editor’s Note: The purpose of this clause is to provide (background) information on general concepts that is helpful in order to better understand the use cases and potential service requirements.
4.1
Open issues on network performance requirements
The key performance requirements for cyber-physical control applications in vertical domains are specified in TS 22.104, including the new KPIs in addition to the usual KPIs (i.e., end-to-end latency, message size, service bit rate, and transfer interval):

Communication service availability - This KPI indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted packets are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum).

Communication service reliability - Mean time between failures is one of the typical indicators for communication service reliability. This KPI states the mean value of how long the communication service is available before it becomes unavailable.

Survival time - The maximum survival time indicates the time period the communication service may not meet the application's requirement before the communication service is deemed to be in an unavailable state. 

Meanwhile the 5G QoS characteristics are specified in TS 23.501 to describe the packet forwarding treatment that a QoS Flow receives edge-to-edge between the UE and the UPF. The most relevant performance characteristics to the identified key performance requirements are:

Packet Delay Budget - The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points).

Packet Error Rate - The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every 5QI the value of the PER is the same in UL and DL.

Open issues on network performance requirements that need to be addressed in this study are listed as follow:

-
What are the SA1 specified KPIs (for example ‘communication service reliability’) that are related to Packet Error Rate?

-
Are ‘communication service availability’ and ‘communication service reliability’ KPIs for 3GPP 5G system design, or parameters that are related to Service Level Agreement (i.e., relating to network deployment)?
-
What is the meaning of ‘communication service reliability: mean time between failures’? What does the term ‘failure’ exactly mean in this KPI? Can it be used as a KPI for 3GPP 5G system design? Has network maintenance time been taken into account? What is the relationship between ‘communication service reliability: mean time between failures’ and network reliability (that is directly related to Packet Error Rate)?

-
Is there any new attribute required to specify 5G QoS characteristics to fulfil the requirements for cyber-physical control applications in vertical domains?
- 
Is ‘survival time’ a key indicator to be considered for 3GPP 5G system design, or an application-specific parameter that cannot reliably and systematically be used to characterize the performance and/or properties of the communication service?
Editor’s note: the open issues listed above are expected be replaced by the suitable answers.
5
Use cases

Editor’s Note: This Clause describes vertical use cases of cyber-physical control applications that provides further potential service requirements in addition to the 5G service requirements in TS 22.261 and TS 22.104. The description is from a system’s perspective (at a summary level). It also provides clarification on vertical use cases in TS 22.104 (where needed and leading to additional 5G service requirements).

Editor’s Note: External references for claims made and requirements proposed in contributions are highly appreciated.

5.1 
Introduction
5.2
Integration of 5G networks with TSN networks (time synchronization)

5.2.1
Description

Time-Sensitive Networking (TSN) is an important functionality of industrial communication networks. Such industrial communication networks are usually IEEE 802.1-based networks with Ethernet links (non-3GPP network). Time synchronization is an important functionality for TSN and is specified in IEEE 802.1AS [3].

5G networks provide advantages for cyber-physical control applications with respect to flexibility and mobility due to their radio access network with low latency, high availability, high reliability, and time synhchronization capabilities over wireless links. On the other hand, IEEE-802.1-based TSN networks provide advantages with wired connectivity for cyber-physical control applications, especially for demanding real-time control applications and periodic-deterministic communication, also with very high availability requirements.

Due to the different pros and cons, many industrial communication networks will deploy both, non-public 5G networks and IEEE 802.1-based TSN networks. An integration of 5G networks and IEEE 802.1-based TSN networks is necessary. This integration is further necessitated by the large number of installed industrial communication networks on the basis of IEEE 802.1/3 technology (non-3GPP networks).

The integration between the IEEE 802.1-based non-3GPP networks and the 5G networks will be through the 5G LAN service of the 5G network on the network side and/or on the UE side (see Figure 5.2.1-1). The integration on the UE side is used, for instance, in use cases where machinery, AGVs, or robots with their own internal network (wired, TSN) are connected to the backhaul part of the industrial communication network through a 5G wireless link in order to enable mobility or tetherless movements.
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Figure 5.2.1-1: Integration of IEEE 802.1-based TSN networks with 5G networks (network side, UE side)

Depending on the actual physical process, the actual cyber-physical control application, the design of the machinery, AGVs, and robots, and the design of the integrated industrial communication network, different mappings of TSN/time synchronization functionalities to 5G network elements are possible. 

In general, the different functionalities for the time/clock synchronization are completely unrelated to the industrial communication network except that they need the communication network for distributing the time/clock synchronization messages. Especially, the functionalities of sync master and sync device can be associated with any network device in the industrial communication network. Clause 5.2.2 lists different options for the mapping of sync master and sync device to 5G network elements. Clause 5.2.3 provides important and interesting mappings of sync devices and sync master on an integrated 5G network / TSN network.
Time/clock synchronization is done within time domains or synchronization domains. There is usually one global time domain, that covers the whole industrial communication network, and multiple working clock domains, that are local and restricted to the devices that work together. More information on time domains, global time domain, and working clock domains can be found in TS 22.104 [2] Annex D. The generalized precision time protocol (gPTP) is used for time/clock synchronization in IEEE 802.1AS [3].

5.2.2
Possible locations of sync master/sync device
5.2.2.1
Location of sync master

In general, the sync master can be located on any device that is performant enough to provide the sync master functionality.

For the global time domain, the sync master is usually located in the backhaul part or central part of the industrial communication network (non-3GPP network). This often leads to gPTP messages entering the 5G network through the 5G LAN service on the network side.

For the working clock domains, the location of the sync master depends on the layout of the integrated 5G network / TSN network and the design of the machinery and production cell (the scope of the working clock domain). The following mappings for the sync master of a working clock domain are possible:

-
on a device in the non-3GPP network connected to the 5G network through the 5G LAN service on the network side,
-
on a device in the core network of the 5G network,
-
on a device in the RAN of the 5G network,
-
on a UE,
-
on a device in the non-3GPP network connected to the 5G network through the 5G LAN service on the UE.

5.2.2.2
Location of sync device

In general, any device that is performant enough to handle the sync device functionality can be a sync device. Usually, all end devices with time/clock synchronization will be sync devices.

The location of a sync device depends on the layout of the integrated 5G network / TSN network and the design of the machinery and production cell (the scope of a working clock domain). The following mappings for a sync device in a time/synchronization domain are possible:

-
on a device in the non-3GPP network connected to the 5G network through the 5G LAN service on the network side,
-
on a UE,
-
on a device in the non-3GPP network connected to the 5G network through the 5G LAN service on the UE.

5.2.3
Integration Scenarios

5.2.3.1
General assumption

It is assumed that the following integration scenarios are located in the same factory. Working clock domains are localized.
5.2.3.2
5G network on the path of sync messages (one wireless link)
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Figure 5.2.3.2-1: 5G network on path of synchronization messages with one wireless link (DL)

The 5G network is on the path of gPTP time/clock synchronization messages (see Figure 5.2.3.2-1). The sync master is in the non-3GPP TSN network connected to the 5G network through the 5G LAN service on the network side. Several sync devices are in the non-3GPP TSN network connected to the 5G network through the 5G LAN service on the UE.

5.2.3.3
5G network on the path of sync messages (two wireless links)
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Figure 5.2.3.3-1: 5G network on path of synchronization messages with two wireless links (both, UL and DL)

The 5G network is on the path of gPTP time/clock synchronization messages (see Figure 5.2.3.3-1). The sync master is in the non-3GPP TSN network connected to the 5G network through the 5G LAN service on a UE (UE A). Several sync devices in the non-3GPP TSN network are connected to the 5G network through the 5G LAN service on another UE (UE B).

5.2.3.4
5G network on the path of sync messages (multiple sync message flow on wireless link)
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Figure 5.2.3.4-1: 5G network on path of synchronization messages with multiple flows on wireless link (DL)
The devices of the non-3GPP TSN network behind a single 5G UE belong to two or more working clock domains. The sync devices are connected to the 5G network through the 5G LAN service on this single UE. The different sync masters are in the non-3GPP TSN network behing the 5G network, that is, the sync masters are connected to the 5G network through the 5G LAN service on the network side. The UE has to handle multipe working clock domains / sync message flows.

5.2.3.5
5G UE as sync device
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Figure 5.2.3.5-1: 5G UE as sync device
A cyber-physical control application may connect through a 5G UE directly to the 5G network. The 5G UE will be a sync device.

5.2.3.6
5G UE as sync master
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Figure 5.2.3.6-1: 5G UE as sync master
A 5G UE may be the sync master for the working clock domain in the non-3GPP TSN network that is connected to the 5G network through this UE.
5.2.4
General
Arbitrary combinations of mappings between sync master / sync device and network elements of an integrated 5G network / non-3GPP TSN network are supported.
5.2.5
Existing features partly or fully covering the use case functionality

General requirements for clock synchronization and TSN are contained in TS 22.104 [2]. Relevant requirements in TS 22.104 are the following:

TS 22.104 Clause 5.6:

The 5G system shall support a mechanism to process and transmit IEEE1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.

The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.

The 5G system shall support at least 2 simultaneous working clock domains on a UE. 

The 5G system shall provide a media dependent interface for one or multiple 802.1AS sync domains. 

The 5G system shall provide an interface to the 5G sync domain which can be used by applications to derive their working clock domain or global time domain (Reference Clock Model).

The 5G system shall provide an interface at the UE to determine and to configure the precision and time scale of the working clock domain.
TS 22.104 Clause 6.2:

For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support clock synchronisation defined by IEEE 802.1AS across 5G-based Ethernet links with PDU-session type Ethernet.

For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support clock synchronisation defined by IEEE 802.1AS across 5G-based Ethernet links and other ethernet transports such as wired and optical (EPON.)

For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q, e.g. time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv [19], for 5G-based Ethernet links with PDU sessions type Ethernet.

For infrastructure dedicated to high performance Ethernet applications, absolute cyclic time boundaries shall be configurable for flows in DL direction and UL direction.

5.2.6
Potential New Requirements needed to support the use case

[PR-5.2.6-001]
The 5G system shall be able to support the handling of multiple working clock domains on a UE.
Editor’s note: Check whether more than two simultaneous working clock domains are required. If not, this requirement is already covered.
[PR-5.2.6-002]
The 5G system shall be able to support clock synchronization through the 5G network if the sync master and the sync devices are in non-3GPP TSN networks connected to the 5G network through different UEs. (Flow of clock synchronization messages is both, UL and DL.)

Requirement [PR-5.2.6-002] highlights a specific integration scenario under the existing TSN requirements that requires the flow of clock synchronization messages to be both, UL and DL.

[PR-5.2.6-003]
The 5G system shall be able to support arbitrary placement of sync master functionality and sync device functionality in integrated 5G / non-3GPP TSN networks. (Flow of clock synchronization messages is both, UL and DL.)

5.3
Multiple Working Clock Domains in gNB

5.3.1
Description

Time-sensitive networking (TSN) will be used in industrial automation (e.g. for control loops in industiral communication networks on the factory floor) and in energy automation (e.g. for communication networks in substations). 5G networks with TSN capabilities will be integrated in such kind of industrial communication networks.

Working clock domains are TSN synchronization domains with a common time synchronization. A working clock domain includes all the devices in a local area that need to cooperate in the physical world, e.g. robots, robot arms, AGVs, conveyor belts, machines, etc. Working clock domains are structured according to the production process. A working clock domain has an arbitrary time scale (starting at 0 and counting) and a precision of ±1 µs. For a description of working clock domains see [2].

A gNB usually serves several UEs. A common deployment is a general 5G network infrastructure serving the factory floor without any mapping to the structure of the production processes (machine – cell – production line – factory). This leads to the situation that multiple working clock domains communicate through the same gNB (see Figure 5.3.1-1).
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Figure 5.3.1-1: Multiple working clock domains communicating through the same gNB
In the working clock domains A..E, there might be a non-3GPP TSN network behind a UE. The sync master of the working clock domain is inside the working clock domain and may be in the non-3GPP TSN network behind on of the corresponding UEs (see working clock domains A and D in Figure 5.3.1-1) or on one of the UEs (see working clock domains B and C in Figure 5.3.1-1).

5.3.2
Pre-conditions

The 5G network with TSN / time synchronisation support is set up in an area of the factory. Multiple working clock domains are configured and initialized. Each working clock domain contains at least one UE served by the same gNB. The working clock domains are independent from each other, especially with respect to time scale and precision of time synchronization.

It can be assumed that network planning avoids spatial reuse of working clock domain identifiers at the same gNB.

5.3.3
Service Flows

TSN messages for time synchronization are sent within the working clock domains, including the path UE x1 – gNB 1 – UE x2 (with x being A,B,C, D, or E). gNB 1 needs to handle the TSN messages from different working clock domains (see Figure 5.3.3-1).
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Figure 5.3.3-1: Multiple working clock domains to be handled at gNB

5.3.4
Post-conditions

Each working clock domain is time synchronized independently from the other working clock domains with the required precision.
5.3.5
Existing features partly or fully covering the use case functionality

The 5G system shall support a mechanism to process and transmit IEEE1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol. [2]
The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock. [2]
The 5G system shall support networks with up to 32 working clock domains. [2]
The 5G system shall support at least 2 simultaneous working clock domains on a UE. [2]
The working clock domains shall provide time synchronization with precision of ≤ 1 μs. [2]
NOTE 1:
The required precision of ≤ 1 μs is between the sync master and any device of the clock domain. 

NOTE 2:
Different working clock domains are independent and can have different precision. 

5.3.6
Potential New Requirements needed to support the use case

[PR-5.3.6-001]
The 5G System shall be able to support up to the maximum number of working clock domains for UEs connected through a 5G network.

NOTE 1:
The maximum number of working clock domains is 32 in TS 22.104 [2] v16.1.0.

The domain number (synchronization domain identifier) is defined with one octet (unsigned integer) in IEEE 802.1AS [3]. This allows for 128 synchronization domains (1 global time domain and 127 working clock domains).
[PR-5.3.6-002]
The 5G System shall be able to support up to 128 synchronization domains (with different synchronization domain identifiers / domain numbers).

5.4
Merging of working clock domains

5.4.1
Description

One key issue of the integration of TSN and 5G wireless networks that has to be handled is mobility. The integration of 5G wireless communication into the industrial communication infrastructure allows for mobility in the manufacturing process. This mobility enhances flexibility in the manufacturing process, e.g. through adding certain manufacturing capabilities on-demand by having a machine move to the respective production line. This means that machines that are synchronized to different working clock domains may need to interact with each other.

Mobile machines/AGVs providing additional functionality or material for stationary production line

In a flexible manufacturing process, some specialized manufacturing capabilities are provided by mobile machines. The mobile machine has its own internal TSN network with its own working clock domain (restricted to the mobile machine). After the mobile machine has arrived at the intended location and is stationary again, the two interacting working clock domains of the stationary production line and the mobile machine have to be synchronized with each other. Otherwise interaction and collaboration might not be possible without interfering with ongoing operations. An example is an autonomous mobile handling robot adding parts to an assembly line. Without synchronization between both, correct placement of the parts would be impossible. Similarly, the working clock domains of AGVs providing material or work pieces to a production line need to be merged if they need to interact and to collaborate.

Cooperative work of mobile robots

In a future smart factory, otherwise independent mobile robots may gather in order to do a certain task together in a cooperative way, such as carrying a large or heavy work piece. In order to do such demanding cyber-physical control task, the mobile robots require synchronized clocks (time synchronization) between each other. They have to be in the same working clock domain. Each of the mobile robots has its own internal TSN network with its own working clock domain (restricted to the mobile robot) when it is on its own (i.e. not collaborating with any other mobile robot or machine). After the mobile robots have come together to do the cooperative task, the different interacting working clock domains of the mobile robots have to be synchronized with each other. Otherwise interaction and collaboration will not be possible.

However, it is not always desired that working clock domains are merged if the meet or get into range of each other. For instance, the working clock domains of an AGV and a production line have to stay separate if the AGV just pases the production line. Therefore, the interaction between different working clock domains requires a concept for controlling the merging and non-merging of different working clock domains.
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Figure 5.4.1-1: Working clock domain interactions "Merge" and "Separate"
When members of different working clock domains interact, there are two possible options (Figure 5.4.1-1). Which option is used depends on the manufacturing process, the cyber-physical control application and its requirements.

-
Merge: The working clock domains merge into one. This option can be used in applications where synchronization is critical, e.g. high precision robots interacting with each other.

-
Separate: The members of the different working clock domains interact while keeping their own separate time synchronizations. This option can be used in applications where synchronization is non-critical, e.g. an AGV collecting finished products from a production line.

5.4.2
Pre-conditions

The different entities of the production process (mobile robots, AGVs, production line) have their own separate working clock domains.
5.4.3
Service Flows

The different entities of the production process come to together:

a)
mobile robot and production line

b)
mobile robots for cooperative task

c) AGV passing production line
In cases a) and b) collaboration and interaction is intended. The different working clock domains merged in order to achieve a common clock synchronization with the necessary precision.

In case c) collaboration and interaction are not intended. The different working clock domains stay separate.

After finishing the cooperative task, the different entities part and go their own way. The common working clock domain needs to be split into different working clock domains at the different entities.
5.4.4
Post-conditions

Working clock domains are identified and distinguished by the time domain indentifier, the domain number in IEEE 802.1AS [3]. If two working clock domains have the same domain number and get connected (are in the same network and can receive all gPTP messages from both working clock domains), gPTP mechanisms will ensure that there is only one active sync master in this combined working clock domain.

The different entities of the production process (mobile robots, AGVs, production line) have their own separate working clock domains again. The corresponding time domain identifiers / domain numbers are assigned in such a way, that there is no accidential merging of different working clock domains due to equal time domain identifiers / domain numbers.
5.4.5
Existing features partly or fully covering the use case functionality

Clock synchronisation service level requirements from TS 22.104 [2] Clause 5.6.1:

The 5G system shall support a mechanism to process and transmit IEEE1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.

The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.

The 5G system shall support networks with up to 32 working clock domains.

The 5G system shall provide an interface at the UE to determine and to configure the precision and time scale of the working clock domain.
5.4.6
Potential New Requirements needed to support the use case

[PR-5.4.6-001]
The 5G system shall provide a suitable means to support the management of the merging and separation of working clock domains.

NOTE: 
The management of the merging and separation of working clock domains includes configuration, supporting management functions, and management of synchronization domain identifiers. 
[PR-5.4.6-002]
The 5G system shall be able to support merging/separation of working clock domains in integrated 5G networks / TSN networks that is interoperable with the corresponding mechanisms of TSN and IEEE 802.1AS.

5.5
Communication monitoring for CAV applications
5.5.1
Description

The communication behaviour of the devices hosting Cyber-physical control applications normally can be predefined or predicted by OT control system, i.e. one device communicates with the specified applications or specified devices. The 3GPP network is able to monitor the communication of the devices according to the predicted behaviour information provided by OT control system, so it can detect the abnormal communication behaviour of the devices and the potential attack on the devices and perform the necessary actions to ensure the security of the devices and control applications.
5.5.2
Pre-conditions

The applications that are utilized by devices such as AGV and Sensor devices in smart factory, UAV for logistics service are controlled by OT control system.
Based on the agreement between factory owner and factory OT network operator, the authorized OT control system is allowed to provide the preferred communication behavior information to 3GPP network.
5.5.3
Service Flows
1)
The OT server provides the preferred behavior information per device or a group of devices to 3GPP network, including the allowed application information, the expected action when detecting the abnormal communication behavior i.e. blocking the data communication between the device and the un-allowed application.

2)
According to the information from OT control system, 3GPP network monitors UE behavior. The scenarios include:

-
The UE sends the data to the application server which is not the allowed application for this UE, and the 3GPP network will reject to send the data or access to this application server.
-
One application which is not the allowed application for this UE i.e. one malicious application sends the data to the device, and the 3GPP network will reject to send the data to the device.
-
The UE frequently sends/receives data during the period that it is expected to be in sleep status, and the 3GPP network is able to restrict the data communication for the UE.

-
For the device such as AGV which works in the specified area or follow specific routes, the 3GPP network monitors the device’s real-time location and detects whether the device is in the permitted geographic area or trajectory.
3)
3GPP network also sends the notification to the OT server to report this abnormal event.
5.5.4
Post-conditions

The communication between the UE and the un-allowed applications is blocked by 3GPP network, and the potential attach on the device is avoided.
5.5.5
Existing features partly or fully covering the use case functionality

5.5.6
Potential New Requirements needed to support the use case
[PR-5.5.6-001]
3GPP network shall be able to provide suitable and secured means to allow the authorized 3rd party application to provide the 3GPP network with the expected communication behaviour of UE(s) via encrypted connection (e.g. the allowed application to communicate with, the time the UE is allowed to communicate, the allowed geographic area), as well as the expected network’s actions when detecting the unexpected communication behavior (e.g. terminate the UE’s communication, block the transferred data between UE and the un-allowed application). 
NOTE:
E.g. when detecting the unexpected communication behaviour from UE to avoid malicious attack on devices and applications.
5.6
Network energy efficiency and resource optimization with application assistance
5.6.1
Description

Normally network energy consumption and cost occupied significant portion of the network Operation cost, so improve network energy efficiency will be beneficial to not only OT network operator but also the factory or processing plant owner.When many of the devices in certain area of the factory or processing plant are switched off or not needed network connection for a period time, the corresponding network resource can be released and the network energy can be saved. For the devices serving for Cyber-physical control applications in factory NPN, not only the number of devices in the certain area, but also their behaviours such as entering sleep model during off work period and waking-up before working are normally controlled by OT control application with relative fixed routine or can be predicted ahead of time. Therefore the 3GPP network will be able to perform the network energy actions according to the device communication behaviour information to reduce the network energy consuming. Those device communication behaviour information can be predefined static information, which network can used by network operation and management system for the network planning, or can be dynamic but predictable information, so network can act dynamically for network energy saving and resource optimization.
5.6.2
Pre-conditions

A working zone in a factory which composes several machines with 5G devices. This work zone only produces products during certain period time of the day, and those 5G devices with the machine will enter sleep model or release the connection during off work period and enter active model when the machine start working.

The OT control system provides the device behavior information to 3GPP NPN network which serves this smart factory.
5.6.3
Service Flows

1)
At 6:00 PM, the devices deployed in product line enters sleep model according to the instruction from OT control system, and the scheduled wakeup time is 8:00 AM next day. The OT control application provides the scheduled sleep and wakeup time of each device or device group to 3GPP network.

2)
3GPP network enters more power-reduced mode to save network energy consumption as well as conduct other resource optimization operations during the UE sleep period, i.e. adjusting network coverage in the geographic area, the network sleep operation. 3GPP network still provides network service for the alive devices such as sensor devices and video supervision devices.

3)
Earlier than the device wakeup time in next work round e.g. 15 minutes, 3GPP network wakes up in advance and perform the required restore operation before the device wake up.

4)
The devices wake up, and the network provides network services for these devices.
5.6.4
Post-conditions

During device sleep period, the energy consumed by 3GPP network is reduced, and the 3GPP network still provides the required network service for the devices which are still working.
5.6.5
Existing features partly or fully covering the use case functionality

The current 3GPP specifications provide a feature for network receiving some predicative behaviour information of a UE or a group of UEs, i.e. UE’s the scheduled communication time. This type of parameters is utilized by network to provide better service to the individual UE basing on the predictive behaviour information, e.g. optimizing the paging operation for the UE. Those information is not sufficient enough for network energy saving and resource optimization for a certain geographic area.
5.6.6
Potential New Requirements needed to support the use case
[PR-5.6.6-001]
5G network shall be able to provide secure means to provide communication scheduling information (e.g., time period UE(s) will use communication service) to an NPN via encrypted connection in order, e.g., for 5G network to perform network energy saving and network resource optimization.
5.7
Consideration on Communication Service interface
5.7.1
Description

In enabling industrial application to use 5G services, it is necessary that well-specified interfaces are defined for the exchange of service initiation messages. Generally, the kind of service initiation information exchanged between the 5G network and industrial application depends on the kind of service being requested. It is the goal of this contribution to illustrate the building blocks for enabling such means for setting up communication services provisioned over a 5G network.

The requirements of industrial applications on communication services in communication networks can be classified under real-time, non-real-time, safety requirements, and integrity requirements. Real-time and non-real time requirements may be deterministic or non-deterministic.

Descriptive parameters (Dsp) describe the inherent attributes of the communication service required by the application. Examples are communication relation (CR), transfer interval, message size, and send time.

Quality of Service parameters (Qosp) describe the requirements of the communication service relative to measurable parameters. Examples are end-to-end latency, communication service availability, communication service reliability, update time, and survival time.

Security parameters (Scp) describe the security requirements such as validation, authentication, and authorization.

Safety parameters (Sfp) describe parameters of the application that are required to meet safety concerns.

These requirements are classified in accordance with 3GPP TS 22.104.

5.7.2
Pre-conditions
For general information in using the communication service interface, see clause A.4.
5.7.3
Service Flows

For general information in using the communication service interface, see clause A.4.
5.7.4
Post-conditions

For general information in using the communication service interface, see clause A.4.
5.7.5
Existing features partly or fully covering the use case functionality
5.7.6
Potential New Requirements needed to support the use case

[PR-5.7.6-001]
The 5G system shall support the means for setup, monitoring, modification, and disengagement of communication services in the 5G network that support communication for cyber-physical control applications as described in TS 22.104.
5.8
Mobile Operation Panel for Production Lines

5.8.1
Description

The use case describes a mobile operation panel as opposed to wired operation panels currently used in an industrial setting. Operation of machines or production units via a mobile control panel provides higher flexibility and comfort for human operators and can lead to increased productivity and lower cost compared to existing wired solutions. This is because a single mobile operation panel can be used to manage more than one production system at a time due to its mobility in the factory. The operation panel provides relevant information for configuration, control of industrial machines as well as monitoring of relevant data generated during the construction of a product. The monitoring data is generally considered to be less time-critical subsequently requiring non-real-time communication. On the other hand, the control panel supports safety-critical functions such as emergency stops or enabling or changing the position of robots and other machines. These functions are generally considered to have strict ultra-low latencies and reliable transmission requirements that must follow strict safety standards making them time-critical (real-time communication).
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Figure 5.8.1-1 Mobile Operation Panel

One mobile operation panel (Mobile Control Panel) is moving from one cell coverage to another cell coverage and continuously communicates with mobile robots in different cell coverages. 
Another scenario is the use of a mobile operation panel to control mobile robots in the production process. The robot (and the mobile operation panel) moves across several production lines under different cell coverages.
Consideration for the use case in the 3GPP 5G network or system provides the following benefits:

-
Management of multiple production lines or traffic flows with different end-to-end latency and other QoS requirements while utilizing a common infrastructure.

-
Dynamic reconfiguration of a running industrial system.

-
Enabling wireless connectivity with safety-critical features in industrial application.
Consideration for the use case in the 3GPP 5G network or system provides the following and challenges: 

Security: Connectivity over wireless transmission technology such as 3GPP 5G network may introduce a scenario where information transmitted over the wireless medium can be prone to potential attacks on the production line as unauthorized parties may have access to the control and production data. For example, the injection of malicious messages such as false emergency-stop commands can be very detrimental to the production system. This is a general concern for the overall acceptance of wireless technology in the industrial domain albeit performance degradation issues.

Dynamic flow control and seamless handover: high Signal-to-Noise-Ratio (SNR) and fading radio channels may result in fluctuations in a dynamic factory due to mobility support. This therefore requires well specified worst-case scenarios for re-configuration of communication services over the network in order to guarantee QoS. Furthermore, potential handovers from one access point to another can cause additional delays or packet losses.

Interference and co-existence of communication services: The panel supports different services such as monitoring and control. Each of these services require different communication services with varied QoS guarantee. It is therefore important that the co-existence of these services on the network can be clearly supported in terms of identification and QoS guarantees. Also, interference from other panels may lead to performance degradation in a wireless network.

Robustness, availability and latency: These are key communication service performance indicators for the use case which has very deterministic bounds and as such very difficult to guarantee on wireless and mostly non-industrial networks.

5.8.2
Pre-conditions

-
The mobile operation panel, mobile robot, and the production terminal must register as UEs on the 5G network.

-
UEs shall maintain constant location update with the 5G network. This is particularly important as connectivity cannot be established between UEs and/or 5G network, if UE is outside the coverage of the 5G network.

-
The authentication certificate shall be exchanged between mobile operation panel and 5G network.

-
The communication services established between a mobile operation panel and the mobile robot or production line shall carry motion control data streams and monitoring data (e.g. sensor queries and data, haptic feedback) from the production line or mobile robot. Each of these data streams has requirements as specified in clauses 5.8.5-6

-
Application identifier and MAC/SIM/credentials of the UE univocally distinguishes a service from another on a 3GPP 5G system.

5.8.3
Service Flows

5.8.3.1
Overview

The mobile operation panel consist of several applications that can be triggered by pressing a button. Each application has an identification that distinguishes it from another application on the same device. A mobile operation panel can be distinguished from another device by a unique media access control address (MAC address) or an integrated Subscriber Identification Module (SIM) or 3rd party credentials. The different applications on the mobile operation panel require communication services with varied Quality of Service (QoS) guarantees. The communication service requirements are organised as profiles which can be submitted to network requirements to a 3GPP systems based on the requested service as part of a session initiation. The information for the service provisioning shall be communicated over a network service interface. 

The services that can be requested by a mobile operation panel are defined as follows:

-
connectivity between a mobile operation panel to a mobile robot(s) or production line(s),
-
monitoring information or update regarding an existing connectivity,
-
modification of an existing connectivity due to changing QoS indicators,
-
disengagement of a connectivity.

Initially, the mobile operation panel, mobile robot and the production terminal must maintain constant location update with the gNodeB. This is particularly important as communication cannot be established if either device is outside the coverage of the gNodeB. A session is initiated from the mobile control panel when an application requires to communicate with a mobile robot or a production terminal or vice-versa. The session initiation might involve human-in-the-loop (e.g. session initiation duration 1s). During the session initiation, the requisite information needed for the communication setup shall be conveyed to the 3GPP network as part of the session initiation protocol.

The mobile operation panel would communicate with a backend network via a wireless gNodeB. The traffic includes sporadic data, e.g. arbitrary sensor data, as well as deterministic real-time data for safety purposes. A monitoring tool continuously logs major performance parameters of the connectivity. While the mobile panel is initially associated to a first gNodeB, the user may carry the panel into the direction of a second gNodeB. The monitoring tool should be able to capture how the increasing distance between the panel and the first access point affects major performance metrics (e.g. packet loss, latency). Once communication is established over the 5G network, the connection shall be maintained till a disengagement of the session is initiated regardless of location changes.

As the user approaches a second gNodeB, the 5G network should detect the need for re-routing and seamlessly re-configure the network path to maintain QoS indicators. 

5.8.3.2
Establishing connectivity for emergency stop

Establishing connectivity between mobile operation panel and production line/ mobile robot for emergency stop requires the following steps:

1)
A mobile operation panel initiates a session to establish connectivity between one or more mobile robots/production lines providing authorization and authentication certificates for the operation.

2)
The 5G network receives a connectivity request from the mobile operation panel, verifies the credential of the mobile operation panel for the connectivity via the 5G network. 

3)
The 5G network locates the mobile robot(s) or production line(s) and relays authentication and authorization certificates. If credentials are valid, see step 4 otherwise see step 7. 

4)
Mobile robot/production lines will provide the 5G network with “clear to connect” message.

5)
The 5G network reserves resources for the connectivity between the mobile operation panel and the mobile robots/production lines based on the service guarantee negotiated during the session initiation phase and acknowledge connectivity to all UEs involved. The acknowledge shall provide an identification that univocally identifies the communication service.

6)
The mobile operation panel then begins to exchange encrypted data with the production line/mobile robot.

7)
The 5G network relays data frames from the mobile operation panel to the mobile robot/production lines without any form of packet inspection. 

8)
The 5G network terminates the session by giving negative acknowledgement for the operation stating why connectivity cannot be established. 
5.8.3.3
Monitoring and modification of communication service

Monitoring and modification of communication service over the 5G network requires the following steps:

1) The mobile operation panel initiates a session to monitor performance of or modify an existing connectivity, this causes a monitoring or modification session initiation packet to be sent to the 5G network. The monitoring/modification session packet contains information that can be used to identify the communication service. This identification shall be known to both the 5G network and the mobile operation panel without any form of ambiguity.

2) The 5G network verifies the credentials of the mobile operation panel and verifies the authorisation for the operation. The 5G network will do so by performing a deep packet inspection of the monitoring/modification session packet. If the credential is valid, see step 3 or 4, otherwise see step 5.

3) In the case of the monitoring operation, the 5G network provides key performance indicators w.r.t the communication service with a positive acknowledgement containing all communication service KPIs.

4) In case of the modification operation, the 5G network reserves resources for the specified connectivity as per the new service requirement negotiated. Note, the 5G network may also initiate a communication service modification in order to meet negotiated service guarantees in case movement of UEs results in degradation of service guarantees (e.g. latency)

5)
The 5G network provides a negative acknowledgement w.r.t the requested operation, stating why the operation is unsuccessful.

5.8.4
Post-conditions

5.8.4.1
Post-conditions for establishing connectivity for emergency stop

Connectivity between mobile operation panel and production line/ mobile robot has been established:
-
The communication service between UEs has been maintained on the 5G network for the entire duration without drops so far as UEs stayed within the 5G network coverage or until an explicit tear-down session had been initiated.

-
Data transfer between UEs shall not be transparent to the 5G network.

-
The 5G network shall maintain service guarantees within negotiated bounds for the entire duration of the connectivity (Survival Time). 

-
Initiation of a new communication service from the mobile operation panel shall not cause any service degradation effect on existing communication service.

5.8.4.1
Post-conditions for monitoring and modification of communication service

Monitoring and modification of communication service over 5G network has been performed.
-
Queries for KPIs w.r.t a communication service did not affect existing connectivity.

-
The mobile operation panel obtained KPIs w.r.t the communication service.

-
Modification did not result in packet losses. 

5.8.5
Existing features partly or fully covering the use case functionality

The following requirements for the support of the mobile operation panel are party or fully covered by 3GPP TS 22.104 clauses 4 to 5:

-
The 5G system shall be able to support safety-critical functions such as emergency stop with e2e latency <50 ms.

-
The 5G system shall be able to support safety-relevant real-time traffic with fixed transfer intervals less than or equal to 10 ms.

-
The 5G system shall be able to support safety-relevant real-time traffic with ultra-high reliability (e.g., packet error ratio (PER) = 1e-8).

-
The 5G system shall be able to support safety-relevant real-time traffic with fixed, short packet sizes (e.g., 64 Byte) as well as support sporadic TCP traffic with moderate data rates (kbit/s – Mbit/s).

-
The 5G system shall be able to support sporadic TCP traffic with reasonable latency for human-in-the-loop (e.g., 1 s).
-
The 5G system shall be able to support seamless mobility in a way that handovers between different gNodeBs do not impact the safety-critical functions. That is, the handover latency observed by the safety function at the MOP terminal shall not exceed 50 ms, ideally should be below 30 ms.

-
The 5G system shall be able to support high performance enhancements for time-sensitive networking as defined by IEEE 802.1Q.

-
The 5G system shall support cryptographic security to safe-guard or protect data transmitted over the network.

5.8.6
Potential New Requirements needed to support the use case

[PR-5.8.6-001]
The 5G system shall be able to support the safety protocol PROFIsafe [4][5].
Editor’s note: need to provide specific KPIs and requirements for the 5G system for PROFIsafe communication based on [4][5].
[PR-5.8.6-002]
The 5G network shall be able to support a means for a 3rd party for identification, registration, and authentication of UEs for mobile operating panel, mobile robot, and production terminal.
Editor’s note: need to determine parts that are acutally requirements to the 5G system.

Editor’s note: check whether these requirements only apply to NPN

Table 5.8.6-1
	Use case 
	Characteristic parameter
	
	Influence quantity

	5.8 – Mobile Operation Panel 
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	 Latency/cycle time
	Bit rate

bits/s
	Direction
	Message

Size

[byte]
	Survival time
	UE speed
	# of UEs

connection
	Service Area

[m2]

	Manufacturing data stream
	99,99999
	1 day
	
	12 M
	Uplink
	
	
	
	
	

	Manufacturing data stream
	99,9999
	1 day
	
	12
	Downlink
	
	
	
	
	

	Emergency stop
	99,99999
	1 day
	[<24 ms]
	
	Uplink
	40-250
	
	
	
	

	Emergency stop
	99,99999
	1 day
	[<24 ms]
	
	Downlink
	40-250
	
	
	
	

	Safety data stream
	99,99999
	1 day
	[<10 ms]
	
	
	<1 K
	
	
	
	

	Control to visualization
	99,999999
	1 day
	10-100 ms
	10 k
	Uplink

Downlink
	10-100
	~1 ms
	stationary
	1
	100-2000

	Motion control
	99,999999
	1 day
	[<1 ms]
	12-16 M
	Downlink
	10-100
	~1 ms
	stationary
	40
	100

	Haptic feedback data stream
	99,999999
	1 day
	[<2 ms]
	16
	Uplink
	50
	~1 ms
	stationary
	40
	100

	Haptic feedback data stream
	99,999999
	1 day
	[<2 ms]
	2 M
	Downlink
	50
	~1 ms
	stationary
	1
	100


5.9
Providing vertical positioning for industrial use cases

5.9.1
Description

The tracking and positioning of mobile devices as well as mobile assets is an increasingly important point for the improvement of processes and for enhancing flexibility in industrial environments. For serval positioning use cases included in TS 22.104 vertical positioning information is essential.
5.9.2
Pre-condition

Following industrial use cases included in TS 22.104 have an additional need for vertical positioning to allow floor identification:
Mobile Control Panels (non-danger zone/within danger zone): Mobile Control Panels need indoor vertical positioning at least of 3 meter accuracy to allow floor identification within a multi-storey factory building.

Process automation (plant asset management): IoT devices need indoor vertical positioning at least of 3 meter accuracy to allow floor identification within a multi-storey factory building.

Augmented reality in smart factories: AR applications need vertical positioning at least of 3 meter accuracy to allow floor identification within multi-storey factory buildings.

Flexible, modular assembly area in smart factories (for autonomous vehicles, only for monitoring proposes): AGVs need indoor vertical positioning at least of 3 meter accuracy to allow floor identification within a multi-storey factory building.

Inbound logistics for manufacturing (for driving trajectories (if supported by further sensors like camera, GNSS, IMU) of indoor autonomous driving systems): AGVs need vertical positioning at least of 3 meter accuracy to allow floor identification within a multi-storey factory building.
Following industrial use case included in TS 22.104 has an additional need for vertical positioning to allow shelf identification:
Inbound logistics for manufacturing (for storage of goods): The storage of goods needs indoor vertical positioning at least of 0,2 meter accuracy to allow shelf identification within a high rack or within a mobile shelfing system.
5.9.3
Service Flows

Detailed description can be found in TS 22.104.
5.9.4
Post-conditions

Factory operators have real time indoor vertical position information e.g. about mobile assets and goods to create a digital twin of the factory.

5.9.5
Potential Requirements

[PR-5.9.6-001]
The 5G system shall support an indoor vertical positioning service for mobile control panels with vertical positioning accuracy better than 3 meter.

[PR-5.9.6-002]
The 5G system shall support an indoor vertical positioning service for plant asset management with vertical positioning accuracy better than 3 meter.

[PR-5.9.6-003]
The 5G system shall support an indoor vertical positioning service for augmented reality with vertical positioning accuracy better than 3 meter.

[PR-5.9.6-004]
The 5G system shall support an indoor vertical positioning service for autonomous vehicles/autonomous driving systems with vertical positioning accuracy better than 3 meter.

[PR-5.9.6-005]
The 5G system shall support an indoor vertical positioning service for the storage of goods with vertical positioning accuracy better than 0,2 meter.
NOTE:
These requirements for vertical positioning will go into the table on positioning performance requirements (Table 5.7-1) in TS 22.104.
5.10
Device-to-device communication in close proximity for CAV applications
5.10.1
Description

In the industrial environment, especially indoor factory, the production and processing infrastructure is very complex with many metal equipment in different locations. This infrastructure complexity results to very complex radio propagation environment for 5G deployment, which can challenge the communication between UE and network. At the same time, due to the nature of operation in the factory environment, many communications occur among devices which are in close proximity. Therefore, device-to-device communication can be considered as one option for cyber-physical applications to complement the UE-to-Network communication deployment.
5.10.2
Scenarios

5.10.2.1
Support communication in bad & no network coverage area
For safety and security reasons, sometimes machines which comprise PLC (Programmable Logic Controller), actuators and sensors are installed in a shielded metal box, such as demonstrated below:
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Figure 5.10.2.1-1

In this case, the motion control between the PLC (UE0) and its controlling devices, such as UE1, UE2 and others (Un) need to rely on the communication in the production cell, where the signal strength from gNB is not strong and reliabile enough to provide data plane connectivity between those devices to exchange control informations. Some of UEs in the shielded box may be outside the network coverage of the gNB. Therefore, theProSe Device-to-Device communications between PLC (UE0) with its actuators and sensors in this close proximity production cell can be established.
In factory Non-Public-Network, there may be multiple licensed 5G bands being used to meet various deployment needs. For example, in this scenarios, the devices within the shielded product-cell may use mmWave (29GHz) to conduct direct communication to each other, while gNB uses C-band (3,8 GHz) for direct UE-to-Network communication. Using different bands also has the advantage of orthogonalizing interference.

5.10.2.2
High cooperative robots operation
The factory floor is divided into different work zones. In one work zone, the robots are organized by dividing into different groups. For each group, the robots with different functions are installed in close proximity and working together to complete some joint tasks with very tight cooperation.

Normally one robot can take the role of a master in a group, but distributed cooperation schemes between all the robots in a group are also possible. In order to complete a task with different robots, the strong cooperation among the cooperative robots is absolutely required in real time, and those deterministic control data requiring ultra-low latency (<1 ms) are exchanged between the robots to achieve the movement synchronicity and tight cooperation. In this scenarios, a network controlled direct communication between these cooperative robots for data exchange can be considered as one deployment options as it can reduce latency and increased reliability, considering the control data don’t need to be going through other network nodes, such as gNB in UE-to-Network communication case.
In order to prevent the interference from the communication outside of this robot group, the (direct) communications between those robots need to be monitored and controlled by the network.
5.10.2.3
Using Device-to-Device communication for traffic offload in factory
In a factory’s OT NPN network, there can be many cyber-physical applications running simultaneously which demands high bandwidth and resource from the gNB in the factory floor. At the same time, the operator of the factory NPN may not have enough spectrum in one band to cover the whole NPN, but has multi-band spectrums which are widely spanned. As a result, it may be challenging for a single eNB to support all the whole spectrum. Therefore, the NPN operator may need to distribute the different application traffic by using different spectrums, and offloads some device-to-device traffic to ProSe communication instead of letting those traffic going through eNB.

For example, Technician Jenny walks to a machine and start to conduct a routine check on a machine operation by taking a handheld tablet with the high resolution video streaming (10Mbit/s) from the camera inside a machine. Because it’s the peak time of the production, the main gNB resource (using 3.8GHz with only 100MHz bandwidth) in this areas have been allocated to some critical URLLC Control to Control traffics and other higher priority video traffics for production line control, there is no additional bandwidth for Jenny’s operation. Therefore, the network establishes a direct communication between Jenny’s handheld tablet and the machine camera using mmWave, so Jenny can watch the streaming video of the machine operation.
5.10.3
Service Flows
Not applicable

5.10.4
Post-conditions

Not applicable

5.10.5
Existing features partly or fully covering the use case functionality

Use of direct communication for eCAV scenario has potential overlap with the several requirements in TS22.186, including R.5.1-20 listed below:

Table 5.10.5-1
	Specification 
	Existing feature 
	Coverage analysis 

	TS22.186
	R.5.1-020]
The 3GPP system shall allow UEs supporting V2X application to use NR for direct communication when the UEs are not served by a RAN using NR.
	This requirement is only applied to V2X.


The 5G system shall be capable of supporting ProSe communication between two UEs in close proximity even when the UEs are not under network coverage.

Editor’s Note: This may be covered by other SA1 work, and will be evaluated later to see if can be considered as new requirement.
The 5G system shall be able to support ProSe communication between UEs in close proximity using spectrum different than the spectrum being used for the 5GC-based communication.

NOTE:
For example, the mmWave is used for ProSe communication, while 5G NR-sub 6 band is used for 5GC-based communication. Editor Notes: This may be covered by other SA1 work, and will be evaluated later to see if can be considered as new requirement.
5.10.6
Potential New Requirements needed to support the use case
Editor’s Note: Pending potential new requirements in 5.10.5.
5.11
Cooperative carrying of work pieces

5.11.1
Description

In a smart factory, large or heavy work pieces will be carried from one place to another by multiple mobile robots or AGVs. These mobile robots / AGVs need to work together in order to carry the large or heavy work piece.

This cooperation is achieved with a cyber-physical control application that controls the drives and movements of the mobile robots / AGVs in a coordinated way, so that the large or heavy work piece is carried smoothly and safely from one place to another (see Figure 5.11.1-1).

[image: image14.emf]
Figure 5.11.1-1: Mobile robots / AGVs carrying a large work piece cooperatively

The communication between the collaborating mobile robots / AGVs requires high communication service availability and ultra-low latency. The exchange of control commands and control feedback is done with periodic deterministic communication and using time-sensitive networking.

Usually, one of the mobile robots / AGVs takes on the role of the controller and controls the other collaborationg mobile robots / AGVs. This requires 1:N communication between the controlling mobile robot / AGV and the other controlled mobile robots / AGVs. However, a distributed control of the collaborating mobile robots / AGVs is also possible. A distributed control requires N:N communication between all mobile robots / AGVs.

The mobile robots / AGVs are part of a 5G non-public network, either stand-alone or integrated, e.g. as a private slice.

5.11.2
Pre-conditions

The collaborating mobile robots / AGVs carrying the large or heavy work piece are communicating with direct 5G communication between each other (ProSe). The mobile robots / AGVs contain a 5G UE for the 5G communication with each other.

ProSe communication requires only one wireless link between any two mobile robots / AGVs (direct wireless communication) in contrast to the traditional wireless communication in the RAN with two wireless links between any two mobile robots / AGVs (UE1 – gNB/RAN – UE2).

The resource coordination for ProSe communication will be done by the gNB/RAN (ProSe).
These mobile robots / AGVs belong to the same working clock domain in order to achieve the necessary time synchronization between each other for the periodic deterministic communication with ultra-low latency for their cyber-physical control application (see Figure 5.11.2-1).
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Figure 5.11.2-1: ProSe communication setup for mobile robots/AGVs carrying a work piece

ProSe communication and the working clock domain containing the collaborating mobile robots / AGVs need to be initiated and setup when the mobile robots / AGVs gather around the large or heavy work piece.

5.11.3
Service Flows

The mobile robots / AGVs are carrying the large or heavy work piece together in a coordinated way. They exchange status information, control feedback, and control commands for their drives and movements with each other. This information is exchanged via multicast communication from the source mobile robot / AGV to all the other collaborating mobile robots / AGVs.

The mobile robots / AGVs carrying the large or heavy work piece are moving along the factory floor. They move out of the range of the current coordinating gNB(s) into the range of the adjacent gNB(s). The resource coordination for ProSe communication will be handed over between the gNBs (see Figure 5.11.3-1).
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Figure 5.11.3-1: Handover of resource coordination between gNBs

The collaborating mobile robots / AGVs carrying the large or heavy work piece may leave the range of the non-public 5G network of the factory, for instance, if the destination of the work piece is the far end of a large open-air storage yard. A PLMN is available in this location. The PLMN takes over the resource coordination of the ProSe communication of the mobile robots / AGVs (see Figure 5.11.3-2).
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Figure 5.11.3-2: Service continuity of resource coordination between NPN and PLMN

5.11.4
Post-conditions

ProSe communication (resources) between the collaborating mobile robots / AGVs and the working clock domain containing the collaborating mobile robots / AGVs can be released after the work piece has been put down at the destination.
5.11.5
Existing features partly or fully covering the use case functionality

URLLC, periodic-deterministic communication, and direct wireless communication (ProSe) on their own are existing features. They are at least partly covering the use case functionality if they are considered separately. However, the combination of URLLC, periodic-deterministic communication, and direct wireless communication (ProSe) creates potential new requirements (see 5.11.6). 

5.11.6
Potential New Requirements needed to support the use case

Editor’s note: The requirements on KPIs in clause 5.11.6 and in Table 5.11.6-1 are for further study. Especially, they need to be evaluated with respect to being realistic requirements when combined with D2D / ProSe communication.
[PR-5.11.6-001]
The 5G system shall be able to support direct wireless communication (ProSe) between a group of UEs for communication with service performance requirements in Table 5.11.6-1. 
[PR-5.11.6-002]
The 5G system shall be able to support the restriction of ProSe communication to a set of authorized UEs.

[PR-5.11.6-003]
The 5G system shall be able to support time synchronization (working clock domain) between the UEs of the group of UEs connected by ProSe communication.

[PR-5.11.6-004]
The 5G system shall be able to support periodic deterministic communication with KPIs given in Table 5.11.6-1 between the UEs of the group of UEs connected by ProSe communication. 

[PR-5.11.6-005]
The 5G system shall be able to support multicast communication between the UEs of the group of UEs connected by ProSe communication.

[PR-5.11.6-006]
The 5G system shall be able to support mobility of the group of UEs connected by ProSe communication with KPIs given in Table 5.11.6-1 within the 5G network.

[PR-5.11.6-007]
The 5G system shall be able to support service continuity of the group of UEs using ProSe communication with KPIs given in Table 5.11.6-1 between a non-public network and a PLMN (subject to agreement between the operators and service providers and operator policies).

[PR-5.11.6-008]
The 5G system shall be able to support changing between ProSe communication and non-assisted ProSe communication if the group of UEs using ProSe communication with KPIs given in Table 5.11.6-1 gets in/out of range of the 5G network.

[PR-5.11.6-009]
The 5G system shall be able to support relaying of ProSe communication with KPIs given in Table 5.11.6-1 between UEs out of transmission range by one intermediate UE.

[PR-5.11.6-010]
The 5G system shall be able to support ProSe communication with KPIs given in Table 5.11.6-1 between UEs up to [50 m] distance.

Table 5.11.6-1: KPIs for ProSe communication for cyber-physical control applications

	Use case 
	Characteristic parameter
	
	
	Influence quantity

	5.11 – Cooperative carrying of work pieces
	Communication service availability: target value in %
	Communication service reliability: Mean Time Between Failure
	End-to-end latency: maximum
	Bit rate
	Direction
	Message Size [byte]
	Transfer interval [ms]
	Survival time
[ms]
	UE speed [km/h]
	# of UEs

connection
	Service Area

[m3]
(note 3)

	ProSe communication for cyber-physical control application
	[]
	[]
	[2 ms]
	[]
	bi-directional; direct
	[]
	
	[]
	UE-RAN: [20]

UE-UE: 0
	4-8
	10 x 10 x 5;

50 x 5 x 5

	Motion control
	99,999 % to 99,99999 %
	~ 10 years
	< transfer interval value
	[]
	bi-directional; direct
	50
	0,5
	500 μs
	UE-RAN: [20] 

UE-UE: 0


	4-8
	10 x 10 x 5;

50 x 5 x 5

	Motion control
	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	[]
	bi-directional; direct
	40
	1
	1 ms
	UE-RAN: [20]

UE-UE: 0
	4-8
	10 x 10 x 5;

50 x 5 x 5

	Motion control
	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	[]
	bi-directional; direct
	20
	2
	2 ms
	UE-RAN: [20]

UE-UE: 0
	4-8
	10 x 10 x 5;

50 x 5 x 5

	Mobile robots
	99,9999 %
	~ 10 years
	< transfer interval value
	[]
	bi-directional; direct
	40 to 250
	1 ms to 50 ms (note 1) (note 2)
	transfer interval value
	UE-RAN: [20]

UE-UE: 0
	4-8
	10 x 10 x 5;

50 x 5 x 5

	NOTE 1:
This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.

NOTE 2:
The transfer interval deviates around its target value by < ±25 %.

NOTE 3:
Service Area for drect communication. The group of UEs with direct communication might move throughout the whole factory site (up to several km²)


Editor’s note: KPIs in Table 5.11.6-1 are for further study.
5.12
Providing relative positioning information of the device with no or bad network coverage
5.12.1
Description

The factory is more like metal forest with a complicated environment for 5G radio (such as frequent and unpredictable crane movements, the installation of new metal equipment, etc). This make the 5G radio planning very challenge to achieve full coverage of the factory floor. There will be some areas which have bad or no 5G coverage. When the factory devices with 5G connection, such as asset tracking devices, machine tool, AGVs, go into those shallow area, factory’s owner still need to find ways to local those devices with relative position or absolute position information.
5.12.2
Pre-condition

As defined in TS 22.104, relative positioning requirement for the tracking of tools at the work place location is <1 m as shown below.
Figure 5.12.2-1
	Scenario
	Horizontal accuracy
	Availability
	Heading
	Latency for position estimation of UE
	UE Speed
	Corresponding Positioning Service Level in TS 22.261

	Flexible, modular assembly area in smart factories (for tracking of tools at the work-place location)
	< 1 m (relative positioning)
	99 %
	N/A
	1 s
	< 30 km/h
	Service Level 3


When a set of tools or materials needs to be delivered to a machine, there will be tracking devices which use 5G positioning service being attached to that delivery. Factory just installed a new test machine which also has 5G connection and some storage shelf next to it in a factory floor, which cause some 5G radio shallow area and UE devices will have bad coverage in this shallow area. Sometimes the operator doesn’t need to know the exact location of this devices, but need to know the relative position to the machine with requirement of (<1 m, 99 % availability) as show above, such as if the delivery package for that new installed machine has arrived near the machine.
5.12.3
Service Flows
1)
A set of raw materials is being delivered to a machine with the 5G tracking device is attached. While the tracking device is moving, its position information is send by 5G network to the operator for tracking the path of the delivery.
2)
The tracking device moves into some shallow areas which network connection is lost. But there are some devices in the close proximity with the tracking devices, and those devices have the connections with 5G network and are capable to establish device-to-device communication with the tracking devices.
3)
The network with the help from those devices in the close proximity of the tracking devices gets the relative position information of the tracking device.
4)
When the tracking device arrive the machine within 1 m, the factory operator get a notification to indicate the materials has been successfully delivered.
5.12.4
Post-conditions

Factory operator has real time position information of the material.
5.12.5
Existing features partly or fully covering the use case functionality

5.12.6
Potential New Requirements needed to support the use case
[PR-5.12.6-001]
The 5G system shall provide positioning information with accuracy of < [X m] relative to other map objects for the UE which is out of coverage of the network, via other UEs which are in proximity and in the coverage of network.
5.x
Use case title

5.x.1
Description

<Describe what the use case intends to achieve.>
5.x.2
Pre-conditions

<List any pre-conditions that need to exist for this use case, preferably as a bulleted list, e.g. UE is registered to the network.>
5.x.3
Service Flows

<Describe the sequence of events that explain what needs to happen, preferably as a numbered list, e.g. 1. User makes a voice call, 2. Called party receives alerting message.>
5.x.4
Post-conditions

<Describe the end result e.g. Called party can decide whether to accept call based on information displayed on UE screen.>
5.x.5
Existing features partly or fully covering the use case functionality
< Highlight existing features in the existing set of normative specifications that partly or fully cover this use case.>
5.x.6
Potential New Requirements needed to support the use case
<Provide draft new requirements that are needed to realise the use case, and that are not yet covered in any normative specification.>
[PR-5.x.6-yyy]
<text of potential new requirement>
6
Merged potential service requirements


6.1
Industrial Ethernet integration

This clause contains merged and consolidated potential service requirements related to Industrial Ethernet integration, which includes time synchronization, different time domains, integration scenarios, and support for time-sensitive networking (TSN).

[PR-22832-6.1-00d]
The 5G system shall be able to support the handling of multiple working clock domains on a UE.

[PR-22832-6.1-00e]
The 5G system shall be able to support clock synchronization through the 5G network if the sync master and the sync devices are in non-3GPP TSN networks connected to the 5G network through different UEs. (Flow of clock synchronization messages is both, UL and DL.)

[PR-22832-6.1-00f]
The 5G system shall be able to support arbitrary placement of sync master functionality and sync device functionality in integrated 5G / non-3GPP TSN networks. (Flow of clock synchronization messages is both, UL and DL.)
[PR-22832-6-00f]
The 5G system shall provide a suitable means to support the management of the merging and separation of working clock domains.

NOTE: 
The management of the merging and separation of working clock domains includes configuration, supporting management functions, and management of synchronization domain identifiers. 
[PR-22832-6-00h]
The 5G system shall be able to support merging/separation of working clock domains in integrated 5G networks / TSN networks that is interoperable with the corresponding mechanisms of TSN and IEEE 802.1AS.
6.2
Non-public networks

This clause contains merged and consolidated potential service requirements related to non-public networks, non-public networks as private slices, and further implications on security for non-public networks.

6.3
Network operation and Maintenance

This clause contains merged and consolidated potential service requirements related to network operation and maintenance in 5G non-public networks for cyber-physical control applications in vertical domains. This includes enhanced QoS monitoring, communication service and networks diagnostics. Furthermore, this clause includes merged and consolidated potential service requirements related to the communication service interface between application and 5G systems, e.g. information to the 5G network for setting up communication services for cyber-physical control applications and corresponding monitoring.

6.4
Network performance requirements
This clause contains merged and consolidated potential service requirements related to network performance requirements for cyber-physical control applications in vertical domains.

6.5
Positioning
This clause contains merged and consolidated potential service requirements related to positioning with focus on the vertical dimension for Industrial IoT.

6.6
Device-to-device/ProSe communication
This clause contains merged and consolidated potential service requirements related to device-to-device/ProSe communication for cyber-physical applications in vertical domains.

7
Conclusions

Annex A (informative): 
Considerations on communication service interface

A.1
Overview

This section classifies requirements of industrial applications necessary for 5G communication service and provides further classification of the requirements for different types of communications services.

It also provides consideration for definition of communication service interface.

A.2
Classification of Application Requirements

Industrial networks support a wide range of automation functions (Applications) with varied requirements on communication. These requirements are mostly use-case centric. Regardless, there exist general requirements on communication which may differ in absolute threshold values of measuring parameters but not necessarily the parameters themselves.

The requirements on communication can be classified under four themes:

Real-time Requirements

Non-Real-time Requirements

Safety Requirements

Integrity Requirement

Real-time and Non-real-time requirements are communication requirements based on timeliness of delivery of messages or data between interacting applications.

Safety requirements are centred on normal operation of the industrial application such that failure in communication does not results in endangerment of neither the user nor result in financial loss (catastrophic situations). These requirements are mostly focused around communication service network dependability requirements. This requirement defines the ability of the communication service to perform as and when required. The dependability requirements subsume communication service availability, reliability and maintainability requirements described in [7].

Integrity Requirements focuses on the ability of the communication service or network to ensure that information sent via the network stay uncorrupted. This also falls partly under network security and dependability requirements.

Under the theme Real-time and Non-Real Time, the communication is classified into deterministic and non-deterministic communication class.

Deterministic class represents requirements on traffics with strict measure on predictable service outcomes on transmission of messages whether periodic or aperiodic. If a requirement is deterministic and at the same time periodic, the requirement are be termed deterministic periodic requirement. Likewise, aperiodic requirements are termed deterministic aperiodic requirement. A real-time deterministic requirement therefore subsumes all requirements periodic and non-periodic that specifies stringent and predictable bounds QoS measure on timeliness of transmission.

On the other hand, Non-Real-time requirements subsume all other types of requirements that do not specify predictable bounds on QoS measure on timeliness. In this classification, timeliness is not a parameter under consideration. As well, the periodicity of is irrelevant since requirements on QoS measure are not stringent. Therefore, classification of requirements’ membership to this class is based on the absence of one or more communication service QoS performance measure.

The timeliness parameter should consider end-to-end latency (lateness or earliness).

A.2.1
Characteristic parameters for identification of requirement classes

Deterministic requirement class maintains a constant bound on descriptive parameters and QoS measures throughout its operation. Non-deterministic requirement class imposes no bounds pertaining to any descriptive characteristic and QoS parameter throughout the service operation.

A.2.2
Descriptive parameters (Dsp)

Application Relation (AR) and Communication Relation (CR): Most industrial communications happen between two or more applications [6]. AR parameter identifies the expected communication or traffic pattern between interacting applications. CR parameter describes the different type of communication occurring in an AR instance. CR specifies the unique QoS requirements of between a pair of interacting applications and can be interpreted during service provisioning for optimized resource allocations (configuration). The AR/CR is described by three main labels: 1. Unicast 2. Multicast_One-2-M 3. Multicast_M-2-1. Where unicast models one-to-one relation, Multicast_one-2-M models a one-to-many relation and Multicast_M-2-one models a many to one relation. In a nontrivial, an application may specify additional identifiers for other application it may wish to send messages to. This can as well add an extra layer of security for authorization and authentication.

Transfer interval: measures the time duration for which an application can repeat a routine task.

Message size: measure the amount of data (in bits/bytes) that can be transmitted at an instance of time by an application. The message size for periodic applications shall constitute the sum of all messages that are sent within a cycle.

Send time: Measures the time instance for which an application can begin transmission of its data. This is required for only scheduled applications.

A.2.3
Quality of Service Parameters (QoSp)

These are parameters that measure the requirement of the application relative to communication service performance measurements.

Latency: measure the time required for a message to be transferred from the ingress to the egress of a network (referenced endpoints). This is measured relative to the application send-time in the context of deterministic periodic and aperiodic.

Availability: measures the ability of a service to be in a state to perform as and when required given that all necessary conditions (internal or external) are provided. This forms part of the dependability requirements [7].

Reliability: Ability of the service a service to perform as required without failures for a given time interval. This falls under dependability safety requirement [7].
Jitter: measures the variation in latency (delay) over time. This is measured in the context of a stream or flow.

Update-time: the time interval between a message and a follow-up message from an application measured between two reference interfaces or point.

Survival Time: the absolute time interval between start of a communication service run time and start of down time [7].

Grace-time: measures the number of repetitions for which data sent between communicating applications (transmitting and receiving) can be lost without affecting normal operation. Any value above this threshold, the message is considered unusable thus resulting in failure.

A.3
Requirement classification

A.3.1
Deterministic Periodic

Deterministic periodic requirements are univocally described by pre-set 4-tuples < transfer-interval, message-size per transfer-interval, send-time, QoS> where the presence of bounds descriptive parameter transfer-interval, message per transfer-interval, QoS identifies this group.

A.3.2
Deterministic Aperiodic

Deterministic aperiodic requirements are univocally identified by the absence or presence of the 3-tuples <transfer interval, message-size, send-time, QoS> where the absence of descriptive parameter transfer-interval and presence of bounds on message-size and QoS identifies this group.

A.3.3
Non-Deterministic

This requirement class specifies no bounds on QoS and descriptive parameters within the duration of its operation. Once again it must be emphasized that, transfer-interval is an irrelevant parameter within this class. It should be identified by the absence of bounds on descriptive as well as QoS parameters.

A.3.4
Real-time and Non-Real-time Classification

Application requirements are classified under the Real-time and Non-Real-time themes only by the degree of measure QoS parameters on timeliness. Whilst the descriptive parameters can unambiguously identify an application’s requirements to be deterministic or non-deterministic (periodic and/or aperiodic), it is only the QoS measurement parameters on timeliness that can identify a requirement to be real-time (critical) and non-real-time (non- critical). The criticality of the requirements is not an objective fact but a subjective one (use-case or domain centric). This is particularly the case given that, QoS bounds that are considered critical in one network domain or use-case may pass as non-critical in another. It is therefore advised that Real-time and Non-real-time criteria should be defined in the context of a domain or use-case. Where a network domain includes but not limited to: industrial automation, data center, IoT, Telecommunication domains, etc. Each domain may define a degree of membership for which QoS measure can be classified as belonging to real-time (Critical) and non-real-time (Non-critical).

A.3.5
Other Classifications.

Other aspects worth consideration is safety and integrity (security) requirements. Though these are currently out of scope of this work on the communication service interface, their presence can give a complete picture of requirements pertaining to accessibility, confidentiality and data integrity. Safety aspects are worth consideration particularly in industry automation. Safety classification should be based communication service availability, reliability, maintainability requirement defined in [7].
Table A.3.5-1
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	(
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	(
	(
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	±
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	(
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A.4
General Use Case for Communication Service Interface

A.4.1
General Consideration

In order to achieve clear understanding and separation, the Application Communication Interface shall consist of 

ACSI_{( input Block), (Output Block)}

The interface shall describe an objective, service identification, service reference points, and a description of service parameters.

The Input block shall define the service request from the application or user perspective (UE). That is all requisite parameters a 5G network requires from the application in order to provide the service. The Output block describes the service request response and additional information pertaining to the communication service from the provider perspective (3GPP network). 

A.4.2
Pre-conditions

-
An industrial UE on a 5G network shall be identifiable to the 5G network and vice-versa.

-
Session communication session can be initiated by UEs.

-
UE shall be authenticated and authorised to initiate a communication service. 

-
UE shall be under the coverage of the 5G network

A.4.3
Service Flows

a)
Requesting a communication service for transfer of control data between a control application on a Mobile operation panel and Mobile Robot.

1)
A control function needs a connection to a mobile robot to provide it new control information for the production line. It initiates a service session by invoking a communication service interface by providing the following service parameters ACSI_Input {add, ApplicationId, authentication code, Mobile_robotId, {2 ms, 120 byte per}}.
2)
The 5G network upon receiving the communication service request, firstly validates the UE’s authentication and authorization, checks the objective of the request from the input block and run it internal routine to setup a communication service. If setup is successful, see 3) otherwise see 5).
3)
5G network provides a positive response with requisite information specified in the output block. That is, the communication service Id, status.

4)
The control application upon reception of the response message then begins to send control data on reserved resources over the 5G network.

5)
5G network provides a negative response with requisite information specified in the output block. That is, status and reason for unsuccessful setup.

b)
Requesting KPIs on a communication service between control application on a Mobile operation panel and Mobile Robot.

1)
Mobile Operation panel wants to monitor the performance of the communication service in order to make modification to negotiated service guarantee. It initiate a service session by invoking a communication service interface by providing the following service parameters ACSI_Input {monitor, csId, authentication code, latency, packet loss rate } and requires of the 5G network to provide information pertaining the request by specifying what the information it requires w.r.t the specified communication service.
2)
A 5G network upon receiving the communication service request, firstly validates the UE’s authentication and authorization, checks the objective of the request from the input block and run it internal routine to collate KPIs pertaining to the specified communication service if it exists (see 3) otherwise see 5.
3)
The 5G networks returns a positive response by providing requested information in as specified in an output block.

4)
The 5G networks returns a negative response by providing status, which includes reason for unsuccessful service.

A.4.4
Post-conditions

a)
Requesting a communication service for transfer of control data between a control application on a Mobile operation panel and Mobile Robot

1)
Control application on the Mobile operation panel should be able to exchange control stream with the Mobile robot after a positive response from the 5G network. Otherwise, data exchange between the control application and the Mobile robot should not be possible.

b)
Requesting KPIs on a communication service between control application on a Mobile operation panel and Mobile Robot.

1)
Mobile control panel shall receive KPIs on the communication service interface.

2)
The communication service shall continue in normal operation mode.

A.5
Requirements on Communication Service Interface

The 5G system provide a communication service interface that contains two functional blocks: 1. Input block 2. Output block.

A.5.1
Output block

This functional block represents the service response status and additional information pertaining to the communication service. The content of the output block is to be determined by the operation or objective of the service request defined in clause A.6.1. The contents of the output block are provided by the communication service provider.

A.5.2
Input block

This functional block represents the service request description which includes descriptive parameters (clause A.2.2) and communication service QoS requirements of the applications. {Input block contents}. The content of the input block is specified by the communication service requestor.

The following are set of parameters that can be considered for input and Output functional block:

COMMUNICATION SERVICE reference end points: This identifies univocally the end (egress) and start (ingress) interfaces from which a communication service can be provisioned. The endpoint identifies a single entity or a group of entities. It can be a physical and/or logical endpoint. It should be known to both the service provider and service requester(s) (Application).

Descriptive Parameter (Dsp): these are parameter that describes the inherent attributes of the application. These may include as well QoS requirements.

QoS Parameter (QoSp): These are parameters that measure the quality of service requirements of the applications pertaining to the communication service provided.

Security Parameter (Scp): It should validate and authenticate the access control, confidentiality and data integrity requirements of the application pertaining to the communication service.

Safety parameter (Sfp): these are parameters pertaining to safety requirements of the application.

It must also be emphasized that, Sfp and QoSp are also dependability requirements needed by the application from the communication service.

A.5.3
Communication Service Interface consideration for 5G Systems

The application-service interface definition is subject to 5G communication services and capabilities. In scenarios where an application’s requirement does not have a direct mapping to a service parameter or capability as defined by the 5G vertical requirements, the mapping can be made on the parameters that subsumes a similar or analogous functionality to the definition and purpose of the parameter as described by the 5G system.

The interface consists of mandatory and optional artifacts. The optional artefacts only apply in the context of the application requirement relating to Dsp and QoSp. The absence of one or more parameters in either of the two artifact groups should not result in ambiguity of the classification thus the communication service outcome. The mandatory artifacts on the other hand are always required for service identification, mapping decisions and response. The absence of these mandatory artifacts should result in immediate cancellation of the any request made on the communication service. These artifacts may therefore not at any time be null. The mandatory artifacts are marked by “m” and optional artifacts by “o”.

A.5.4
General application & communication service interface format

ACSI_{{input Block}, {Output Block}}

this presents a highlevel format of a communication service interface.

ACSI_Input_Block { Objective<m>,Service Identification<m>, reference Endpoints<o>, Dsp<o>, Sfp<o>, QoSp<o>, Scp<m>, AR<o>,CS<o>}

this represent the input block format.

ACSI_Output_Block { ServiceIdentification<m>, status<m>, (Dsp,sfp,QoSp)<o>}

The interface should describe an objective, service identification, service reference points, descriptive parameters, and communication service dependability requirements which include (Sfp, Qosp, Scp).

Service Identification: this represents any form of identification that can uniquely identify a communication service request amongst several other communication services. It should be univocally identified with a communication service on the provider network.

Service Reference Endpoints: this is a unique id that identifies the endpoints of a communication service. This can be any form of ID that uniquely identifies the network ingress and egress interfaces or the user end station equipment (UE).

A.6
Communication Service objectives and candidate parameters

A service interface defines a set of mandatory and optional parameter required to achieve the desired objective of the communication service requestor. The service objective may consist of four operations: disengagement, setup, modification and monitoring. Clauses A.6.1, A.6.2, A.6.3, and A.6.4 illustrate these operations and parametric consideration under each operation.

A.6.1
Communication Service Disengagement

This operation triggers a tire down of an existing communication service. Additional parameters required for such tire down should be provided according the communication service mandatory and/or optional parameters. Upon successful processing of this operation, applications should not be able send and receive message via the network thus, no communication of any sought should occur between the application via the network. Blow is an example format for communication service disengagement.

a)
communication service disengagement:

ACSI_Input{del<m>,id<m>,Scp<m> referenceEndpoints<o>},

ACSI_Output{id<m>, status<m>}

b)
ACSI_Input: should include the service identification (id) and the service objective (del). Reference endpoints may be optional. The service id should identify univocally the communication service that supports the applications from all other communication services. It must map to a unique communication service on the network. It should not be null. The Scp should not be null. That is, a requester should provide valid authentication credential to carry out the operation.

c)
ACSI_Output: include the service (id) and the status of the service operation. The status should provide information regarding positive (success) and negative (failure) acknowledge of the operation.

 A.6.2
Communication Service Setup

This triggers the configuration or provisioning of a new communication service. A successful setup operation should result in a communication service via which the involved application can exchange messages. An unsuccessful setup operation should result in a scenario where application cannot exchange information via the network. Below is an example format for communication setup:

a)
communication service setup: 

ACSI_Input {add<m>, id<m>, Scp<m>, referenceEndpoint<o>, {one or more (Dsp, Qosp,sfp)<o> } }

ACSI_Output{id<m>, status<m>, referenceEndpoints<o>, Dsp<o>}

b)
ACSI_Input: include the service identification (id) and the service objective (add). Reference endpoints may be optional. The service id should identify univocally the communication service that supports the applications from all other communication services. It must map to a unique communication service on the network and should not be null. Additionally, it may include one or more parameters from 8.2.1.

c)
ACSI_Output: includes the service (id) and the status of the service operation. The status should provide information regarding positive (success) and negative (failure) acknowledge of the operation. In addition, the output may include one or more parameters from the Dsp. Especially in the case of scheduled communication, the network may be required to provide information of the send-time or the time an application can commence usage of the communication service. It may also provide reference point to attachment of applications to the network should the need be such information.

A.6.3
Communication Service Modification

This operation triggers a change request to modify an existing communication service. This operation should specify a service id that can be used to identify a service on the network.

a)
communication service modification:

ACSI_Input{mod<m>,id<m>, Scp<m>, referenceEndpoint<o>, {one or more (Dsp, Qosp,sfp)<o>} }

ACSI_Output{id<m>, status<m>, referenceEndpoints<o>, {one or more (Dsp, Qosp, sfp)<o>}}

b)
ACSI_Input: include the service identification (id) and the service objective (mod). The service id should identify univocally the communication service that supports the applications from all other communication services. It must map to a unique communication service on the network and should not be null. Additionally, it should include the parameters affecting the modification of the service. Scp and id should not be null.

c)
ACSI_Output: should include the service (id) and the status of the service operation. The status should provide information regarding positive (success) and negative (failure) acknowledge of the operation. In addition, the output may include one or more parameters from the Dsp. Especially in the case of scheduled communication, the network may be required to provide information of the send-time or the time an application can commence usage of the communication service. It may also provide reference point to attachment of applications to the network should the need be such information.

A.6.4
Communication Service Monitoring

This should trigger a query request for statistical information on an existing communication service. This operation should not result in any changes to the communication service on the network. The network should provide read only information regarding the specified communication service.

a)
communication service monitoring:

ACSI_Input{mon<m>, id<m>, Scp<m>, {one or more (Qosp,sfp)<o>}}

ACSI_Output{id<m>, Scp<m>, status<m>, {one or more (Qosp,sfp)<o>}}

b)
ACSI_Input: include the service identification (id) and the service objective (mon). The service id should identify univocally the communication service that supports the applications from all other communication services. It must map to a unique communication service on the network and should not be null. Additionally, it should include the parameters to be monitored. Scp and id should not be null. If no QoSp nor Sfp parameters are specified, all performance metrics related to the CS should be considered.

c)
ACSI_Output: should include the service (id) and the status of the service operation. The status should provide information regarding positive (success) and negative (failure) acknowledge of the operation. A success should result in the information regarding the communication service for the requested metrics.
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