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1. Introduction
At the last meeting SA4#131 an LS from JPEG was received about JPEG AI becoming an international standard. In this paper we introduce descriptive text to add to the related work section of this report based on this LS. 

2. Proposal
It is proposed to agree the following changes to the 3GPP draft TR 26.927 V0.11.0

* * * First Change * * * 
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* * * Second Change (all new text) * * * 
4.3.X JPEG AI: learning-based image coding system
The scope of JPEG AI [XX] is the creation of a learning-based image coding standard offering a single-stream, compressed domain representation with significant compression efficiency improvement over image coding standards in common use at equivalent subjective quality. The JPEG AI image compression standard is based on neural networks. It is Multi-task standard, in addition to compression it also targets computer vision tasks such as enhancement or detection of objects in compressed domain. The standard was completed in January 2025 under ISO/IEC 6048-1/ITU-T T.840.1 [XX].Figure 4.3.X-1 shows the high-level JPEG AI encoder, highlighting key pipelines. In a JPEG AI encoder, the input image chroma and luma are separated and processed with a transform, which aims to de-correlate the input image information typically using convolutional layers of a neural network, each one followed by nonlinear activation layers; each convolutional layer consists of learnable filters where some of them also perform spatial down-sampling. At this stage, the so-called latent representation (or latent code) is obtained, which can be understood as a compact representation of the input image. The statistical redundancy present in the latent representation is exploited by the entropy coding engine to produce the final bitstream to be transmitted or stored. 
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Figure 4.3.X-1 High level encoder diagram for JPEG AI
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Figure 4.3.X-2 Encoder and Decoder diagram of JPEG AI
Figure 4.3.X-2 shows the combined encoder and decoder diagram of JPEG AI [XX] (similar to other coding specifications JPEG AI only defines the decoder part normatively). The encoder receives a source image and converts it to the coding format. This includes colour separation to primary and secondary component, which are compressed using the same sequence of steps: analysis transform, encoder, latent prediction, entropy and residual coding.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The analysis transform (marked as ‘EncoderID on Figure 4.3.X-2) produces latent representation of the image y. This latent representation is further compressed to tensor z, which carries information about latent domain prediction and entropy parameters. The tensor z is quantized to   and compressed by arithmetic coder AE with entropy parameters which are part of trained model (known to both encoder and decoder). The latent domain prediction is subtracted from y, and the residual r obtained is quantized to  and encoded by arithmetic coder with entropy parameters produced by the decoder from the tensor. 
The decoder performs same steps for primary and secondary components, including: a) parsing tensor (entropy parameters are part of the trained model), b) processing by the decoder to produce entropy parameters for residual decoding, c) processing, by the decoder to produce explicitly signalled components of prediction and latent domain prediction, d) forming reconstructed latent representation of the image .  The synthesis transform for the primary component operates independently of the secondary component synthesis transform. 
The synthesis transform (marked as ‘DecoderID’ on Figure 4.3.X-2)) processes the latent image representation to create the reconstructed image, which is later processed by series of enhancement filters and converted from coded picture format to output picture format. The latent domain prediction and entropy decoder model are identical for all analysis transform (EncoderID=0,1) and synthesis transforms (DecoderID=0,1,2). 
In addition to the specification, the JPEG consortium has made reference and conformance software available. At the time of this report the software is available on https://gitlab.com/wg1/jpeg-ai/jpeg-ai-reference-software, the software is also planned as ISO publication ISO/IEC 6048-3 (at time of writing as draft international standard DIS) [XX1].
In addition, early implementations of JPEG AI are already emerging on mobile devices, with demos shown running on smartphones like the Huawei Mate50 Pro with a Qualcomm Snapdragon 8+ Gen1 chipset, showcasing high-resolution 4K image decoding, tiling, and arbitrary resolution decoding [XX2].
JPEG AI shows improved image coding results compared to state of the art anchors. In addition, it supports the split (in the network) inference task, evaluation was performed on using the compressed JPEG AI images for computer vision tasks. The setup is shown in Figure 4.3.X-3. In this experiment the resnet-50 was used for the image classification task on either the original image (after resize and crop), the decoded images (after resize and crop) and the latent space (using another classifier for the compressed domain inference). At 0.7 bit per pixel both top-1 and top-5 results under 2 and under 1 percent less accurate compared to inference on the uncompressed image respectively (these results are based on independent evaluation following a JPEG CfP on this topic of computer vision task performance).
[image: ]
Figure 4.3.X-3 Evaluation of JPEG AI for split inference/in the network computer vision task.
The usage of “latent domain” representation for computer vision task is another potential benefit of the JPEG AI standard, but this is still needs more exploration in practical applicationsThis still needs more exploration and additional results can be added when they become available. Latent space based classification could become more relevant once more JPEG AI images are available.  
* * * End of Changes * * * 
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