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	13.2. Topology Adaptation Enhancements

RAN3-led

QUOTA: 3 (was 5)

	13.2.1. Inter-Donor IAB Node Migration

To enhance robustness and load balancing, and to reduce signaling load

The following cases for inter-donor migration are studied:

a) IAB-MT is migrated between IAB-donors.

b) IAB-MT is simultaneously connected to two IAB-donors

c) IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that we won’t break F1 interface principles)

d) IAB-MT performs RLF recovery at new IAB-donor

The migration mechanism should allow to migrate to another donor all or some devices (the IAB nodes and/or UEs directly or indirectly served by the top-level IAB node).

We assume that all parent-child relations are retained at the new donor

UEs and IAB-MTs should not be forced into connection re-establishment in order to migrate to a new donor

The following information should be made available to the new donor:

1. Contexts of all involved UEs,

2. Contexts of all involved MTs,

3. Contexts of all involved DUs,

4. Backhaul and topology-related information,

5. IP address information

Current signaling is taken as baseline for inter-donor migration of UEs and IAB-MTs

As baseline, IAB-MT migration should use a separate procedure w.r.t. the migration of the co-located IAB-DU, the served UEs and the served MTs

	13.2.1.1. Procedure Details

For IAB nodes connected to a single donor, IAB-MT migration between IAB-donors can support robustness and load balancing; the Xn handover preparation procedure is taken as baseline.

For IAB nodes connected to 2 donors, robustness and load balancing can be supported by using simultaneous connectivity

It is not precluded for an IAB node to have simultaneous F1 interfaces to 2 donor CUs using the concept of separate logical IAB-DUs in the same physical node
Common understanding that when the IAB-DU migrates to the new IAB-donor, the NCI of the IAB-DU’s cell reflect the identifiers of the new donor

Given that the IAB-DU cells can only be configured by one donor at a time, the timing for the switching of such cells with respect to the migration of the collocated IAB-MT are FFS

Common understanding that current agreements still hold

As a consequence of adopting the Xn HO prep procedure as BL, the new IAB-donor needs to have an F1AP association with the IAB-DU holding the target cell before responding to the initiating message of the UE migration procedure 

UE-migration to the new IAB-donor requires security context/key change

For IAB-MT migration, continue to discuss full and gradual sequences to migrate IAB-MT, UEs and descendent nodes

For full inter-donor migration, top-down, bottom-up and nested sequences may be considered for the migration of IAB-MT, UEs and descendant nodes
For gradual inter-donor migration, top-down and bottom-up sequences can be considered for the migration of IAB-MT, UEs and descendent nodes. 

For full inter-donor migration, top-down, bottom-up and nested sequences are analyzed for the migration of IAB-MT, UEs and descendant nodes.

	 # 34_IAB_MigrationProcedureDetails
(QC - moderator)

Summary of offline disc R3-211001 rev in R3-211199 noted
WA: NRDC is supported as a baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB-donors; DAPS-like solution is not precluded

Liaise RAN2 to discuss use cases, functionality, and protocol stack of DAPS-like solutions for IAB.

RRC Reestablishment procedure of the migrating (top-level) IAB-MT is BL for inter-donor RLF recovery of a single-connected IAB-node

For a single-connected IAB-MT:

The procedure for inter-donor migration of a (top-level) migrating IAB-MT supports:

- reuse Xn handover procedure of the (top-level) migrating IAB-MT between two parent nodes connected to different IAB-donors, and

- the migration of F1 transport path for the collocated and all descendent IAB-DUs (i.e. the anchor nodes for the logical F1 connection do not change)
Inter-donor migration may terminate after top-level IAB-MT migration

WA:
migration of collocated IAB-DU after the migration of the (top-level) migrating IAB-MT, is not precluded

If collocated IAB-DU is migrated, the Inter-donor migration procedure involves, among others: 

- the establishment of an F1-C association to the target donor, and 

- the context migration of the IAB-DU’s UEs and child IAB-MTs to the target CU.
To be confirmed: For inter-donor migration of the IAB-DU, the F1AP association to the target donor needs to be established while the F1AP association with the source donor still exists so that the RRC Reconfiguration messages to UEs and child-MTs can be delivered by the source IAB-donor while the RRC Reconfiguration Complete messages can be delivered to the target IAB-donor.

FFS how IAB-DU migration is triggered, how the source donor-CU knows if and when F1-C has been successfully established with the target donor-CU, and how the target cell ID indication in the UE HO Request is handled.

What about migration of descendant IAB-DUs, IAB-MTs?

Whether to maintain same PCI and/or frequency during IAB-DU migration.

 To be continued...

All traffic exchange via the target path needs to be routed via an IAB-donor-DU on the target path and use IP addresses that are anchored on this IAB-donor-DU (Common understanding that traffic exchange via target path is according to Rel-16)

Xn signaling for IAB-MT’s migration may include information for the migration of F1 transport to the target path such as new IP addresses and/or default mappings; default mappings are used for F1-C and non-F1; exact XnAP procedure to be used is FFS
For CU-based IP address allocation:

Xn
The following information is needed from source donor CU to target donor CU 

- information about IP address(es) requested for the IAB node (in RRC container)
F1

- The target donor CU may obtain IP address(es) from the target donor DU (current Rel-16 procedure)

Xn

The following information is needed from target donor CU to source donor CU:

- IP address(es) allocated to IAB node (in RRC container)
FFS whether target donor may also explicitly signal IP addresses in the Xn message to the source donor-CU
One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios

FFS how IAB-DU migration is triggered, how the source donor-CU knows if and when F1-C has been successfully established with the target donor-CU, and how the target cell ID indication in the UE HO Request is handled.

Liaise RAN2 on the change of NCI during inter-donor IAB-DU migration. 

CU-based reconfiguration of NCI is supported for IAB-DU migration.

For an MT with simultaneous connectivity to two IAB-donors, per-F1-U tunnel load balancing should be supported
For an IAB-MT with simultaneous connectivity to two IAB-donors, it should be possible to keep its collocated IAB-DU, all UEs and descendent nodes at donor 1 while routing their F1-U connections via the top-levelmigrating IAB-MT’s link with donor 2.

When the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and rerouted via the recovered path

For the recovery of RLF occurring on one link for an IAB-MT with simultaneous inter-donor connectivity, all traffic can be rerouted to the other path without need for IAB-DU migration. 

In the context of inter-donor migration sequences, the terms “top-down”, “bottom up” and “nested” will not be used in specification.

rev in R3-211326 final Agreed unseen
above == everything in the LS

	13.2.1.2. CHO and DAPS

Discuss how to support simultaneous connectivity with 2 donors, to reduce service interruption; potential solutions may include dual-protocol-stack solutions (“DAPS-like”); FFS whether the same solution also applies to descendant nodes

The simultaneous connectivity dual-protocol-stack solutions (“DAPS-like”) of an IAB node should allow at least DL simultaneous transmission of BH traffic carried on BH RLC channels, on the paths to both donors.

Rel-16 CHO can be considered as baseline for the discussion of CHO for IAB; further analysis is expected

Company coordination with RAN2: use cases for agreed functionality do not exclude load balancing and reduction of service interruption

	 # 35_IAB_CHO-DAPS

(CATT - moderator)

Summary of offline disc R3-211002 rev in R3-211252 noted
Rel-16 CHO is supported for INTRA-donor migration of IAB-MT

Early context fetching in RLF recovery is down-prioritized
Issue of CHO for RLF need to be addressed; To be continued...

FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path

RAN3 further studies “DAPS-like” solution after RAN2 has conclusions



	13.2.2. Reduction of Service Interruption

Due to IAB node migration and backhaul RLF

Topological redundancy should be considered as one mean among others for service interruption reduction. 

We shall consider how to reconfigure descendant nodes in order to reduce service interruption during migration

Discuss mitigation of packet loss and reduction of unnecessary transmissions during IAB-node migration.
Intra-Donor:
The RRCReconfiguration to the descendant IAB can be transferred via the source path, i.e. before the migrating IAB detach from source parent cell.

Study the packet loss mitigation in intra-donor migration, e.g. further clarify the scenario for packet loss and possible solutions. 

Discuss the avoidance of unnecessary transmissions in intra-donor migration (including the scenario of RLF recovery), with focus on RAN3 impact. 

Inter-Donor:
Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.

An RRC indication is provided to the migrating IAB node on whether it is undergoing inter- or intra-donor migration. This indication also applies to RLF recovery. FFS on the content of the indication. 

The issue on Reduction of Service Interruption for inter-Donor case will be discussed after the basic migration procedure is determined.

- Whether we need an indication to the descendant node of the migrating IAB, i.e. to indicate a handover is about to take place at the migrating IAB node, and whether this indication is provided via a F1AP message. 

- How to enable transfering the RRCReconfiguration to the descendant IAB via the source path, e.g. buffer the RRCReconfiguration in DU, then deliver to the descendant IAB when condition is met.

- Whether to use RRC to provide the UL mapping to enable early F1-U setup

- Concurrent transmission of the descendant IAB nodes

 To be continued...

	 # 36_IAB_Reduction_of_SrvInt

(Nok - moderator)

Summary of offline disc R3-211003 rev in R3-211222 rev in R3-211265 noted
For intra-donor migration:

Use concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time. 

Consider the following options to support transferring RRCReconfiguration for descendant IAB over source path 

-
Sol1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.

-
Sol2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.

-
Sol3: the RRCReconfiguration for the child IAB is not buffered in the parent DU or child IAB-MT, and is executed by the child IAB-MT upon reception. 

-
Sol4: by CU proper implementation. CU control the time to send RRCreconfiguration for each descendent IAB-node, the parent node of each IAB-node does not need to buffer their RRCReconfiguration, and each IAB-node can apply the RRCReconfiguration just when receiving it.   

Agree inter-donor-DU re-routing can be used to address UL packet loss. FFS on other enhancement when re-routing cannot address UL packet loss or re-routing is unavailable; FFS on enhancement to address unnecessary DL transmission

WA: MOBIKE can be used to reduce service interruption during Intra-Donor-CU Inter-Donor-DU Topology Adaptation. FFS whether it affects RAN3 specification. 

TBC whether/how Group Signaling can be used during intra-donor topology adaptation to reduce interruption time; To be continued...
LS to SA3 (Nok) R3-211223 rev in R3-211266
rev in R3-211297 final  Agreed unseen

	13.2.3. Topology Redundancy

Including support for CP/UP separation and for improved robustness and load balancing

Dual connectivity scenarios defined by RAN2/RAN3

Consider Scenario 1 and 2 for CP/UP separation:

Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

Scenario 1: the IAB is multi-connected with 2 Donors. 

Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

Routing Enhancement via descendant node can be discussed later or after RAN2 decision.

local re-routing scenario other than RLF can be discussed later or after RAN2 decision.

inter-Donor-DU re-routing can be discussed later or after RAN2 decision.

Deprioritize Multi-Route Support with data split in IAB.

Multi-MT Support is FFS in RAN3 pending RAN2

CP-UP separation:

In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:

 - Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

An LS to RAN2 can be prepared to include the following information:

- RAN3 decides to support the CP-UP separation in two new scenarios as described in Proposal 1

- RAN3 identifies the potential RAN2 impacts: 1) NR RRC for F1-C transfer path configuration, and 2) NR RRC message(s) to include F1-C traffic container

Inter-donor topology redundancy:

WA: In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

The inter-donor topology redundancy is applicable for F1-U traffic:

- FFS on how to support data transmission of UE bearers via 2 donors.

- FFS on the granularities of the load balancing for F1-U traffic.

The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.

As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

- FFS at which of the two donors these F1 interfaces terminate

- FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.

In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).

Does the IAB node have a single BAP address or may it have 2, from the 2 donors? To be discussed in cooperation with RAN2;

 To be continued...

	 # 37_IAB_TopoRed

(SS - moderator)

Summary of offline disc R3-211004 rev in R3-211202 noted
CP-UP separation:

rev in R3-211327 Endorsed unseen as BL
CR on CP-UP Separation for Rel-17 IAB CR0020r, TS 38.420, Rel-17, Cat. B (Nok,NokSB,SS) R3-211186
rev in R3-211329 Endorsed unseen as BL
To support CP-UP separation, the node terminating F1 interface for the IAB-node determines the transfer path of F1-C traffic

Inter-donor topology redundancy:

LS to RAN2 on inter-donor topology redundancy (SS) R3-211243
rev in R3-211331 final  Agreed unseen
Change the following WA:

In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

- Scenario 1: the IAB node is multi-connected with 2 Donors.

- Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

to agreement
F1 termination point:

The F1-terminating donor initiates the traffic offload to the other donor’s topology

BAP routing and bearer mapping across 2 topologies:

To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

The boundary IAB node belongs to two topologies of two donor CUs

Inform RAN2 to consider the following options for BAP routing across two topologies, i.e.,

- opt1 OAM based solution

- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)

- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node

- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)
The following seems agreeable depending on the selected options:

- For opt3/4/5: each donor CU configures BAP addresses for nodes in its own topology. FFS on the number of BAP address at the boundary IAB node

- For opt1/3/4: the bearer mapping per BH RLC Channel is supported at the boundary IAB node. FFS on mapping per F1-U tunnel

IP address allocation

Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node

Others

In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic.

The QoS determination for each topology should be controlled by a single CU, FFS on which donor CU

The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.
May be further discussed (company contributions):

Issue of F1 termination point of the boundary node and descendant node(s) in the following scenario:

-
When the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor)

The potential candidate proposals are:

Opt1: when the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor), the F1 termination point of the boundary node and descendant node(s) may remain unchanged. F1 migration is not precluded.

Opt2: WA: when the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor), the F1 termination point of the boundary node and descendant node(s) keeps unchanged. FFS for load balancing

F1 termination point of the boundary node and descendant node(s) in the following scenarios:

- (pending online discussion) When the F1 interface is established before inter-donor topology redundancy establishment (i.e., adding new parent node connected to another donor)

- (Confirmation of this scenario is needed) When the F1 interface is established after IAB-MT of the access IAB node is connected with two parent nodes connected to two donors (the inter-donor topology redundancy is not established yet)

 To be continued...

	13.3. Transport Enhancements

QUOTA: 2 (was 3)
RAN2-led

To improve topology-wide fairness, multi-hop latency and congestion mitigation

	13.3.1. Congestion Mitigation

UP-based and CP-based approaches for DL congestion mitigation in IAB networks are complementary.

In IAB DL end-to-end flow control, the access node sends feedback to the donor-CU-UP. 

Discuss the improvements to DDDS for IAB UP-based congestion mitigation (e.g. packet marking, highest PDCP SN received from parent node, receiving data rate, received data volume).

The measures taken by the donor-CU-CP based on the CP-based approach are up to implementation.

End-to-end UL flow control is deprioritized in Rel17.
An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.

Discuss the information to be reported to the IAB-donor-CU-CP in the congestion indication; To be continued...

So far the following solutions for IAB DL end-to-end flow control are on the table:

- Highest PDCP SN received from parent node;

- Bitmap of PDUs transmitted to lower layers out of sequence;

- Packet marking;

- Received volume and Receiving data rate.

- “do nothing” option, i.e. use current DDDS as it is

Downselection is expected at the next meeting; no more options are expected

	 # 38_IAB_CongestionMitigation

(E/// - moderator)

Summary of offline disc R3-211005 noted
The CP-based congestion indication may contain reporting:

- per BAP routing ID and/or

- per child link and/or

- BH RLC CH ID

(downselection is FFS).

The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.

The CP-based congestion indication pertains to DL congestion.

Consider the following two options for the UP-based approach to IAB congestion mitigation:

- No enhancements;

- Packet marking-based approach.

Email# 3 CP-based congestion indication for IAB

Deadline 2021-02-10 1200 CET

(E///)

- check details if needed

- change sourcing company(ies) if agreeable, once CR is technically agreeable

rev in R3-211330 

	13.3.2. Multi-Hop Performance: QoS, Latency, Fairness

Topology-wide fairness can be discussed in RAN2 first. 

Local re-routing in other scenarios, e.g. congestion mitigation, load balancing can be discussed in RAN2 first.

Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS

	 # 39_IAB_MultiHopPerf

(HW - moderator)

Summary of offline disc R3-211006 rev in R3-211205 noted
To address the potential UL packet discarding problem in inter-donor-DU re-routing case, discuss the following solutions (the case where donor DUs belong to different CUs is not precluded):
- The target IAB-donor-DU is provided with the source IP address of re-routed packets

- Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s)

- Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated.

In the inter-donor-DU re-routing case, the issue 2, i.e. how to achieve BAP routing towards the target donor DU for re-routed packets: wait for RAN2 progress
LS to RAN2 (HW) R3-211241
rev in R3-211298 final  Agreed unseen

	13.5. Others

QUOTA: 1
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