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[bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc194063357]5.7.9	ECN marking for L4S for downlink media streaming based on Dynamic Policy
Figure 5.7.9-1 below shows a high-level call flow for downlink media streaming for configuration and usage of ECN marking for L4S. Differences from the procedure for downlink media streaming with dynamic policies defined in clause 5.7 are indicated in boldface.
The following is assumed:
-	The service here is a unicast downlink media streaming service with dynamic policy support.
-	As an example, the Layer 4 protocol used for application flows is TCP and the TCP stack used supports ECN marking for L4S.
-	The network supports ECN marking for L4S packet marking.
-	The application has specifically requested ECN marking for L4S for its media delivery session.
-	NG-RAN manipulates the ECN bits (per clause 5.37.3.2 of TS 23.501 [2]). It is equally possible that the PDU Session Anchor UPF (PSA-UPF) manipulates the ECN bits (per clause 5.37.3.3 of [2]).
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Figure 5.7.9-1: Downlink media streaming call flow for ECN marking for L4S
The steps are as follows:
0:	Policy Template Provisioning. A Policy Template is provisioned with the requirement for L4S capability, indicated by setting the L4S enablement flag.
1:	Service Access Information acquisition and Dynamic Policy activation. The Media Session Handler within the 5GMSd Client obtains Service Access Information and triggers a dynamic policy activation. A Policy Template Binding is present within the Service Access Information for each provisioned Policy Template. Policy Template Bindings suitable for L4S are indicated by an L4S enablement flag being set. The 5GMSd Client detects that an L4S-capable media transport stack is present and in use. The selected Policy Template is configured with the L4S enablement flag.
At some later point, the Media Session Handler decides to activates a Dynamic Policy with ECN marking for L4S:
1a:	Before instantiating the Policy Template, the Media Session Handler queries whether the Media Player has an L4S-capable media transport stack.	Comment by Huawei-Qi: Whether we need this capability for QoS monitoring?	Comment by Richard Bradbury: I would say no because QoS monitoring is not a Media Player capability: the 5G Core does the monitoring and provides results to the Media Session Handler via the 5GMS AF.
1b	If the response from the Media Player is positive, the Media Session Handler instantiates the selected Policy Tempate with the L4S enablement flag set. Otherwise, an error notification shall be provided by the Media Session Handler.
2:	QoS request. The 5GMSd AF requests QoS handling using e.g. the Nnef_AfSessionWithQoS service or the Npcf_PolicyAuthorization service. If the L4S enablement flag is set in the selected Policy Template, this indicates that the new QoS flow is required to be L4S-enabled. The new QoS flow with the ECN marking for L4S indication setting propagates through the 5G System.
3:	The Media Session Handler may informs the Media Player about the successful activation of the L4S-enabled Dynamic Policy via the client API at reference point M11d. Subject to availability of API access, the Media Player may use congestion notifications to perform early bit rate adaptation.
4:	If the L4S enablement Dynamic Policy is successfully activated, the 5GMSd ClientMedia Player selects/enables the L4S capability of the used transport protocol.
NOTE 1:	This step may happen implicitly by selecting an L4S-supporting transport protocol stack.
5:	The Media Player within the 5GMSd Client triggers the establishment of a TCP connection. The ECT(1) codepoint is set in the IP header, indicating an L4S-Capable Transport, and the SDAP entity ensures that the packet is forwarded via the matching QoS flow.
6:	The 5GMSd AS responds to the TCP connection establishment request. The 5GMSd AS sets ECT(1) in the IP headers, indicating an L4S-Capable Transport.
7:	The UPF finds the matching QoS Flow Identifier for the downlink packet and sends the packet via the corresponding QoS flow to the UE. TCP Connection setup continues, with one ECT bit set in all packets.
8:	When the RAN detects an upcoming congestion event according to the congestion measurement (based on continuous congestion monitoring), the 5G System sets the CE (Congestion Experienced) codepoint in the IP header of the downlink packet.
[bookmark: _Hlk183102455]9.	The TCP protocol stack used by the Media Player in the 5GMSd Client reflects the Early Congestion Notification to the TCP sender by setting the ECN-Echo (ECE) flag in the TCP header of an uplink PDU of the same TCP connection. The TCP sender reacts to the ECN-Echo accordingly (i.e., by reducing its sending congestion window).
NOTE 2:	The ECN-Echo flag is also acknowledged by the TCP sender setting the Congestion Window Reduced (CWR) flag in an outgoing TCP frame, but this acknowledgement is not illustrated in this call flow.
NOTE 3:	Classic ECN as specified in RFC 3168 [41] requires an ECN signal to be treated as equivalent to a packet drop. L4S as specified in RFC 9330 [38] specifies a more fine-grained response and an early congestion signal triggers a less severe reaction. How a TCP sender behaves "accordingly" is beyond the scope of the present document.
10.	Based on the CE indication received in step 8, or by detecting a reduced bit rate in the downlink application flow, the Media Player in the 5GMSd Client reacts by, for example, changing the requested representation.
* * * * Next change * * * *
[bookmark: _Toc194063435]6.9.8	Dynamic Policy of ECN marking for L4S for uplink media streaming
Figure 6.9.8-1 below shows a high-level call flow for uplink media streaming for configuration and usage of ECN marking for L4S. Differences from the procedure for uplink media streaming with dynamic policies defined in clause 6.9.3 are indicated in boldface.
The following is assumed:
-	The service here is a unicast uplink media streaming service with dynamic policy support.
-	As an example, the Layer 4 protocol used for application flows is TCP and the TCP stack used supports L4S.
-	The 5GS network supports ECN marking for L4S.
-	The application has specifically requested ECN marking for its media delivery session.
-	NG-RAN manipulates the ECN bits (per clause 5.37.3.2 of TS 23.501 [2]). It is equally possible that the PDU Session Anchor UPF (PSA-UPF) manipulates the ECN bits (per clause 5.37.3.3 of [2]).
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Figure 6.9.8-1: Uplink media streaming call flow for ECN marking for L4S
The steps are as follows:
0:	Policy Template Provisioning. A Policy Template is provisioned with the requirement for L4S capability, indicated by setting the L4S enablement flag.
1:	Service Access Information acquisition and Dynamic Policy activation. The Media Session Handler within the 5GMSu Client obtains Service Access Information and triggers a dynamic policy activation. A Policy Template Binding is present within the Service Access Information for each provisioned Policy Template. Policy Template Bindings suitable for L4S are indicated by an L4S enablement flag being set. The 5GMSu Client detects that an L4S-capable media transport stack is present and in use. The selected Policy Template is configured with the L4S enablement flag.
At some later point, the Media Session Handler decides to activates a Dynamic Policy with ECN marking for L4S:
1a:	Before instanitiating the Policy Template, the Media Session Handler queries whether the Media Streamer has an L4S-capable media transport stack.
1b.	If the response from the Media Streamer is positive, the Media Session Handler instantiates the selected Policy Tempate with the L4S enablement flag set. Otherwise, an error notification shall be provided by the Media Session Handler.
2:	QoS request. The 5GMSu AF requests QoS handling using e.g. the Nnef_AfSessionWithQoS service or the Npcf_PolicyAuthorization service. If the L4S enablement flag is set in the selected Policy Template, this indicates that the new QoS flow is required to be L4S-enabled. The new QoS flow with the ECN marking for L4S indication setting propagates through the 5G System.
3:	The Media Session Handler may informs the Media Streamer about the successful activation of the L4S-enabled Dynamic Policy via the client API at reference point M11u. Subject to availability of API access, the Media PlayerStreamer may use congestion notifications to perform early adaptation.
4:	If the L4S enablement Dynamic Policy is successfully activated, the 5GMSu ClientMedia Streamer selects/enables the L4S capability of the used transport protocol.
NOTE 1:	This step may happen implicitly by selecting an L4S-supporting transport protocol stack.
5:	The Media Streamer within the 5GMSu Client triggers the establishment of a TCP connection. The ECT(1) codepoint is set in the IP header, indicating an L4S-Capable Transport, and the SDAP entity ensures that the packet is forwarded via the matching QoS flow.
6:	The 5GMSu AS responds to the TCP connection establishment request. The 5GMSu AS sets ECT(1) in the IP headers, indicating an L4S-Capable Transport.
7:	The UPF finds the matching QoS Flow Identifier for the downlink packet and sends the packet via the corresponding QoS flow to the UE. TCP Connection setup continues, with one ECT bit set in all packets.
8:	When the RAN detects an upcoming congestion according to the congestion measurement (based on continuous congestion monitoring), the 5G System the CE (Congestion Experienced) codepoint in the IP header of the uplink packet.
9:	The TCP protocol stack used by the 5GMSu AS reflects the Early Congestion Notification to the TCP sender by setting the ECN-Echo (ECE) flag in the TCP header of a downlink PDU of the same TCP connection. The TCP sender reacts to the ECN-Echo accordingly (i.e., by reducing its sending congestion window).
NOTE 2:	The ECN-Echo flag is also acknowledged by the TCP sender setting the Congestion Window Reduced (CWR) flag in an outgoing TCP frame, but this acknowledgement is not illustrated in this call flow.
NOTE 3:	Classic ECN as specified in RFC 3168 [41] requires an ECN signal to be treated as equivalent to a packet drop. L4S as specified in RFC 9330 [38] specifies a more fine-grained response and an early congestion signal triggers a less severe reaction. How a TCP sender behaves "accordingly" is beyond the scope of the present document.
10:	Based on the CE indication received in step 8, or by detecting a reduced bit rate in the uplink application flow, the Media Streamer in the 5GMSu Client may react by, for example, changing the bit rate of the representation.
* * * * End of changes * * * *
image1.png
~ 5GMSd Client !

i
I

I

|| Media UE SDAP RAN UPF AMF/ PCF/NEF 5GMSd 5G|
| Session (Layer 2) SMF AF A
\|Handler |

0: Policy Template
provisioning with L4S

Dynamic Policy instantiation (clause 5.7.2)

1: Service Access Information acquisition and Dynamic Policy activation N
(L4S indicator)

2: QoS Flow activation
QoS request |
with L4S |

|,PCC Rule provisioning,
with L4S
(5G System internal)

PDR + QER |
[with L4S] |

QoS setup
with L4S

QoS Indication

3: | tation that
L4S is activated

i
| ‘ Traffic monitoring
‘4: Select/enable L4S capability‘

Detect
QoS rule match
and set QFI

5: Establish TCP Connection
(ECT(1) codepoint)

v

v

6: SYN-ACK
(ECT(1) codepoint)

<

7: Set QF1
for packet

SYN-ACK
(ECT(1) codepoint)

'y

*

. SYN/ACK
“(ECT(1) codepoint)|

.| ACK
(Ec’?l(1) codepoint)|

v

Use TCP Connection for HTTPS
I

PDU cérwing HTTP application data
(ECT(1) codepoint)

8: Congestion
measurement

7'y

(CE code‘poinl)
ol 9: ECN-Echo

v

10: React
accordingly
T





image2.png
5GMSd
AF

0: Policy
Template

5GMSd
AS

provisioning
with L4S

UE SDAP AMF/ PCF/NEF
(Layer 2) SMF

1: Service Accelss Information acI;quisition
(L4S enablement flag)

Dynamic Policy instantiation (clause 5.7.2)

1a. L4S support
query

1b. Create Dynamic Policy

2: QoS Flow activation
QoS request

with L4S
PCC Rule
provisioning
with L4S
(5G System internal)
PDR + QER
[with L4S]
QoS setup
with L4S

QoS Indication

3: L4S enabled
notification

4: Select/enable
L4S capability

Traffic Monitoring

Detect

QoS rule match
and set QFI

5: Establish TCP Connection
(ECT(1) codepoint)

7: Set QFI
for packet

6: SYN-AC
(ECT(1) codepoint)

SYN-ACK
(ECT(1) codepoint)
SYN/ACK
(ECT(1) codepoint)

_ (ECT(1) codepoint)

Use TCP Connection for HTTPS

PDU carrying HTTP application data
(ECT(1) codepoint)
8: Congestion
measurement

(CE codepoint)

10: React
accordingly




image3.png
Session| |Streamer (Layer 2) SMF AF AS

| l
| i
| Media || Media | UE SDAP RAN UPF AMF/ PCF/NEF 5GMSu 5GMSu
| |
i l

Handler ‘

0: Policy Template
provisioning with L4S

Dynamic Policy instantiation (clause | 6.9.3)

1: Service Access Information acquisition and Dynamic Policy activation
(L4S enablement)

<€
<

v

2: doS Flow activation

QoS request, |
" with L4S |

| _PCC Rule provisioning, |
with L4S
(5G System internal)

_PDR + QER |
" [with L4S] |
QoS setup
with L4S
QoS Indication

A

i
‘ | Traffic monitoring

3: Select/enable
L4S capability

>
P
Detect

QoS rule match
and set QFI

| 4: Establish TCP Connection
(ECT(1) codepoint)

5: SYN-ACK
M (ECT(1) codepoint)

6: Set QFI
for packet

. SYN-ACK

M (ECT(1) codepoint)

., SYN/ACK
(ECT(1) codepoint)
| ACK

(EC?‘(1) codepoint) >

Use TCP Connection for HTTPS
I ]

PDU carrying HTTE‘appIication data |
(ECT(1) codepoint) e

7: Congestion
detected

>
>

(CE codepoint)
8: Send Feedback
'ECN-Echo

< <

9: React
accordingly
T





image4.png
|
|
Media | RAN AMF/ PCF/NEF 5GMSu||5GMSu
Streamer|, SMF AF AS
I

0: Policy

Template

provisioning
with L4S

1: Service Accelss Information acI;quisition
(L4S enablement flag)

Dynamic Policy instantiation (clause 6.9.3)

1a. L4S support
query

1b. Create Dynamic Policy

2: QoS Flow activation
QoS request

with L4S
PCC Rule
provisioning
with L4S
(5G System internal)
PDR + QER
[with L4S]
QoS setup
with L4S

QoS Indication

3: L4S enabled
notification

4: Select/ enable
L4S capability

Traffic Monitoring

Detect

QoS rule match
and set QFI

5: Establish TCP Connection
(ECT(1) codepoint)

7: Set QFI
for packet

6: SYN-AC
(ECT(1) codepoint)

SYN-ACK
(ECT(1) codepoint)
SYN/ACK
(ECT(1) codepoint)

_ (ECT(1) codepoint)

Use TCP Connection for HTTPS

PDU carrying HTTP appllcatlon data

(ECT(1) codepomt)
8: Congestion
detected!

10 React
accordlngly




