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### 4.3.5 Dynamic Mesh

#### 4.3.5.1 Definition

A mesh is a structure composed of several polygons that define the boundary surface of a volumetric object. It typically includes five components: connectivity information, geometry information, mapping information, vertex attributes, and attribute maps. From MPEG, a dynamic mesh is defined as a mesh where at least one of these five components in varying in time [DM-1]. Such change can result from prescribed motion, flow induced rigid body motion, fluid structure interaction or adaptive mesh refinement. However, in the industry, the definition of dynamic mesh is broader. It typically refers to a 3D model or object that can change shape or structure over time(e.g., in an avatar’s facial expression or body movement).

Dynamic meshes are one of the immersive contents that are widely used in the commercial markets. For example, they can be used to represent 3D objects or digital avatar in VR/AR, digital twin city and etc. The demand for processing and visualizing such rich 3D content has led to the increasing popularity of dynamic meshes, as they are natively supported by virtually all the 3D software and graphic hardware, friendly to GPU rendering, and have a strong applicability to interactive and real-time 3D task [DM-3].

Many different formats can be used for storing dynamic mesh representation data. For example, the PoLYgon (PLY) format is introduced in section 4.6.3.5.2 of TR 26.928 [26.928], the OBJ file format is used in section 4.3.5.4.1.2, and also the glTF format as specified by the Khronos Group [DM-7].

MPEG has defined several use cases for dynamic mesh compression, including *Real-time 3D Immersive Telepresence*, *Content AR/VR viewing with Interactive Parallax* and *3D Free viewpoint Sport Replays Broadcasting* [DM-2]. The typical characteristics of the meshes in these use cases are summarized in Table. 4.3.5.1-1.

**Table 4.3.5.1-1 Typical Characteristics of Meshes in MPEG-Defined Use Cases**

|  |  |  |  |
| --- | --- | --- | --- |
| **Use Case** | **Triangle Count**  | **Color Representation** | **Additional Properties** |
| **Real-time 3D Immersive Telepresence** | To represent a reconstructed human: - 40,000 – 100,000 triangles (with color per vertex)- 10,000 – 50,000 triangles (with texture maps) | - Texture maps: 2K–8K square pixels- Color per vertex | - Normals and/or material properties for shader rendering |
| **Content AR/VR Viewing with Interactive Parallax** | To represent a reconstructed human: - 10,000 – 100,000 triangles | - Texture maps: 2K – 8K square pixels- Color per vertex | - Normals and/or material properties for shader rendering- Global parameters for spatial constraints- The meshes may be a part only of the total content transmitted |
| **3D Free Viewpoint Sport Replays Broadcasting** | To represent a reconstructed human: - 20,000 – 200,000 triangles | - Texture maps: 8 – 12 bits per color component- Color per vertex | - Multiple clusters/groups of meshes (e.g., different players) |

#### 4.3.5.2 Production and Capturing Systems

Dynamic meshes cannot be directly captured through 3D scanning devices. Instead, meshes can be generated either manually by artists or automatically through 3D generation algorithms. The current production methods include:

- **Manual Creation**: artists use 3D modeling software packages (such as Blender TM, Maya TM, and etc.) to manually create dynamic meshes. The artist-created meshes capture not only the external appearance of objects but also their intrinsic properties and construction details through mesh topology. High-quality meshes used in games and movies are almost exclusively created by artists.

- **Volumetric Capture Studio:** An array of multi-camera or multi-stereo cameras is placed around a recording space to capture a subject within that space. After the capture, a generation and production process is required to create the dynamic meshes. For further details, refer to Clause 4.6.7 of TR 26.928 [26928].

- **Converted from other formats:** A mesh can be extracted algorithmically from other beyond 2D representations, such as 3D Gaussians, neural fields, voxels and point clouds.

- **AI-generated meshes:** An emerging line of research generates 3D meshes in a data-driven fashion by learning from artist-created meshes using machine learning algorithms. For example, PolyGen (<https://polygen.io/>), MeshGPT (<https://nihalsid.github.io/mesh-gpt/>), MeshAnything (v1:<https://buaacyw.github.io/mesh-anything/> and v2:<https://buaacyw.github.io/meshanything-v2/>), and MeshXL (<https://meshxl.github.io/>). These methods show significant promise, particularly in terms of automating 3D asset creation. However, they are still limited by scalability, with the best method handling up to approximately 1.6K faces, and the resulting meshes often exhibit a significant quality gap compared to those crafted by artists.

#### 4.3.5.3 Rendering and Display Systems

Dynamic meshes can be rendered directly on GPUs that are highly optimized for mesh-based rendering. The following are the rendering APIs and engines for dynamic mesh processing:

- Low-Level rendering APIs:

- OpenGL: <https://learnopengl.com/Model-Loading/Mesh>

- DirectX 12: <https://microsoft.github.io/DirectX-Specs/d3d/MeshShader.html>

- Vulkan: <https://docs.vulkan.org/spec/latest/chapters/VK_NV_mesh_shader/mesh.html>

- Graphic Engines:

- Unity TM : <https://docs.unity3d.com/6000.0/Documentation/ScriptReference/Mesh.MarkDynamic.html>

- Unreal Engine TM: <https://dev.epicgames.com/documentation/en-us/unreal-engine/BlueprintAPI/DynamicMesh>

- NVIDIA RTX / OptiX TM: <https://developer.nvidia.com/rtx/ray-tracing/optix>

- Web-Based rendering APIs:

- WebGL:<https://www.khronos.org/webgl/>

- WebGPU: [https://webgpu.github.io/webgpu-samples/?sample=skinnedMesh](%20https%3A/webgpu.github.io/webgpu-samples/?sample=skinnedMesh)

- High-level APIs: high-level libraries use WebGL and WebGPU underneath to provide an easy-to-use, lig-htweight, and cross-browser solution for general-purpose 3D rendering. For example, Three.js (<https://threejs.org/docs/api/en/objects/Mesh.html>); Babylon.js (https://doc.babylonjs.com/features/featuresDeepDive/mesh).

Rendering can be on:

- a device for 2D presentation such as a phone

- a device for 3D presentation such as an autostereoscopic display, providing depth perception for dynamic meshes

- a device for 6DoF presentation such as VR/AR devices like Meta Quest TM, HTC Vive TM, and Apple Vision ProTM support real-time rendering of dynamic content.

#### 4.3.5.4 Supporting Information

##### 4.3.5.4.1 Test and reference sequences

<This section will be provided in a separate proposal S4XXXX>

##### 4.3.5.4.2 Uncompressed data size

The uncompressed data size of dynamic meshes depends on several factors, including vertex count, attribute information, level of detail (LOD), animation/deformation data and etc. A dynamic mesh sequence may require a large amount of data since it may consist of a significant amount of information changing in time. For example, the *basketball\_player* sequence proposed by Owlii Inc. contains around 40K triangles, with texture maps at a resolution of 2048 x 2048. With a total of 600 frames, its raw data size is about 45.2GB.

##### 4.3.5.4.3 Known compression technologies

Existing compression technologies for dynamic meshes include:

- Googles’ Draco [D5], a C++ compression library designed for static meshes. Dynamic meshes are typically encoded as independent frame and the temporal coherence and redundancies in dynamic meshes are not leveraged.

- Mesh compression standards such as IC, MESHGRID, and FAMC [DM-4], previously developed by MPEGcan only compress dynamic mesh sequences with constant topological information (same vertex counts and face connections). These method can't handle dynamic meshes with time-varying topology, geometry and attribute information.

- V-DMC [DM-5], a new mesh compression standard to directly handle dynamic meshes with time varying connectivity information and optionally time varying attribute maps.The initial V-DMC test model was released by MPEG in July 2022, it is currently under Draft International Standard (DIS) status, and has been submitted to ISO with the reference ISO/IEC 23090-29. The WD1.0 of V-DMC conformance and the reference software N1047 have also been provided. [REF], including streaming with DASH [REF], or transmitted in real-time using RTP-based transport [DM-6].

##### 4.3.5.4.4 Conversion from other formats

Dynamic meshes can be converted from point clouds as defined in clause 4.3.3 or voxels using software like MeshLab (https://github.com/cnr-isti-vclab/meshlab), CloudCompare (https://github.com/CloudCompare/CloudCompare), or Autodesk (https://github.com/Autodesk). Such transformation is lossy.

##### 4.3.5.4.5 Typical quality criteria

<This section will be provided in a separate proposal S4XXXX>

#### 4.3.2.7 Benefits and Limitations

##### 4.3.2.7.1 Benefits

The dynamic mesh format has the following benefits:

- Good visual quality. Meshes define the object's shape and structure in a fairly realistic way, allowing for finer details and realistic shading and rendering through texture mapping, making 3D assets look photorealistic.

- Most important and widely used representation for 3D assets in the commercial market. De facto standard in the film, design and gaming industries.

- Natively supported by virtually all 3D software and graphic hardware.

- Friendly to GPU, can be used for real-time rendering.

- Backward-compatible rendering. The content can be rendered on 2D displays.

##### 4.3.2.7.2 Limitations

A dynamic mesh sequence may require a large amount of data since it may consist of a significant amount of information changing in time.Standardized interoperable efficient compression, storage, and transmission of dynamic meshes have being specified. .