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	Reason for change:
	The use case description and solution for pre-specialized training use case is not aligned with the definition of SA5#161. 
It is made clearer that a pre-specialized trained ML model has more than one inference type; otherwise, it is a regular ML model.
Some redundancies and non-clear sentences need to be removed.

	
	


	Summary of change:
	Update pre-specialized training use case.

	
	

	Consequences if not approved:
	Use case description is confusing, likely leading to incorrect implementations.
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6.2b.2.X3	ML Pre-specialised training
ML model pre-specialised training refers to the process of training an ML Model using a dataset that is not specific to any one single type of inference. This means that this type ofe ML model training is not intended to support only one type of inference but rather leverages commonalities among multiple use cases. ML model pre-specialised training can be applied to AI/ML-based use cases specified in [2], and [3]. For example, an ML model could be pre- specialised trained using dataset from SLS analysis capability group covering type of inference including ServiceExperienceAnalysis, NetworkSliceThroughputAnalysis, NetworkSliceTrafficAnalysis, NetworkSliceLoadAnalysis and E2ElatencyAnalysis (see TS 28.104 []).

A pre-specialised trained ML model supports more than one inference type (i.e., it is not designed to conduct inference for a specific inference type), but this does not preclude the possibility for a pre-specialised model to conduct inference once it achieved performance requirement for a specific inference type.


A pre-specialised trained ML model can be fine-tuned to narrow down its inference scope, evolving into a new ML model with a single inference type. 

The consumer may want to know which ML model could be pre-specialised trained, so the producer shall identify whether an ML model could be pre-specialised trained. 
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