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Introduction
This is the summary thread for issues related to the NR AI/ML WI. The topics handled in this thread are the following:
· CSI reporting requirement and testing framework for CSI prediction
· RRM core requirement and testing framework for beam management
· RRM core requirement and testing framework for Positioning accuracy enhancement
· General part
A WF summarizing the agreements from RAN4#116bis was agreed in RP-2514531. The discussion will take into account these previous agreements.
[bookmark: _Hlk194320896]Topic #1: CSI reporting requirement and testing framework for CSI prediction
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2520234
	MediaTek inc.
	Observation #1: The performance gains of precoding prediction depend strongly on Doppler.
[bookmark: _Hlk213775786]Proposal #1: Evaluate the performance‑monitoring metric under the same test conditions used to CSI prediction PMI requirements.
Proposal #2: Use proportion of per layer SGCS1 > SGCS2 as a test metric.
Proposal #3: Consider an additional test metric for SGCS1 only, using either mean, median, or CDF‑based test criteria.

	R4-2520457
	CMCC
	Proposal 1: based on RAN1 agreements, for CSI prediction, the inference reporting delay is legacy Z/Z’ plus t, where t is reported by UE. 
Proposal 2: for CSI prediction, RAN4 no need to define report mapping for SGCS, since RAN1 has defined the SGCS quantization mapping table in TS38.214.

	R4-2520613
	Apple
	[bookmark: _Hlk213775875]RAN4 is to define a reporting-accuracy requirement for AI/ML performance monitoring based on the consistency of SGCS values under static test conditions. The UE shall repeatedly calculate and report SGCS in an unchanged radio environment, and the TE shall verify that at least 90 % of reported values stay within a bounded tolerance range. This statistical consistency method avoids the need for dynamic channels or ground-truth CSI while ensuring that UE-reported SGCS is stable, repeatable, and suitable for use in AI/ML life-cycle management.

RAN4 shall define minimum performance thresholds for LCM of AI/ML-based CSI prediction using SGCS1 and SGCS2, to ensure interoperable and certifiable model behavior across vendors. While the network remains free to decide which corrective action to take (e.g., switch, retrain, deactivate), the trigger conditions for when a model is considered compliant or degraded must be standardized rather than left to vendor-specific interpretation
· Absolute accuracy: SGCS1 shall remain above a defined minimum floor (T_abs) within a sliding monitoring window.
· Relative gain: SGCS1 – SGCS2 ≥ Δ_min to guarantee the AI model continues to outperform legacy CSI reporting.
· Persistence / hysteresis: LCM actions are triggered only after consecutive window violations, and cleared only after consecutive compliant windows.
· Mobility profiles: Thresholds (T_abs, Δ_min) may be Doppler-class specific (e.g., pedestrian vs. high mobility).

	R4-2521016
	vivo
	Proposal 1: For Type 3 performance monitoring for CSI prediction, RAN4 to discuss reporting accuracy requirements for SGCS 1 and SGCS 2. 
· For accuracy metrics for SGCS 1 and SGCS 2, extra non-prediction CSI report would be needed for TE to obtain the ground truth CSI, and CSI (non-predicted).
· SGCS 1 is calculated based on predicted CSI for one inference reporting, and ground truth CSI. 
· SGCS 2 is based on ground truth CSI and CSI (non-predicted) corresponding to the latest CSI-RS transmission occasion not later than CSI reference resource of the inference reporting instance.
Proposal 2: Reuse TDL-A 30ns and TDL-C 300ns for generalization test. 
Proposal 3: The test for TDD could reuse test conditions for TDD. 

	R4-2521237
	OPPO
	Proposal 1: 	For AI-based CSI prediction performance: when compared to R16 eTypeII using 'sample and hold' reporting, it should not be worse than R16 eTypeII.
Proposal 2: 	Reuse the legacy PMI requirement (γ=1.8 for Enhanced Type II codebook for predicted PMI @ 20Hz Doppler spread).
Minimum requirement for AI/ML based CSI prediction
	Parameter
	Test 1 (20Hz Doppler spread)

	
	1.8



[bookmark: _Hlk213765092]Proposal 3: 	Within a CSI prediction window,  is obtained by calculating  and  within the CSI prediction window first and then get the averaged  value.
Proposal 4: 	For CSI prediction, following test steps could be considered:
· Step1: TE sends CSI-RS to DUT, within a CSI observation window (signal generating and transmitting)
· Step2: DUT conducts the CSI measurement within the CSI observation window (CSI-RS receiving)
· Step3: DUT conducts the CSI prediction within a CSI prediction window (Inference)
· Step4: DUT reports the predicted CSI (CSI reporting)
· Step5: Scheduling based on the test set up and the predicted CSI
· Step6: TE calculates the  for performance

	R4-2521380
	Huawei, HiSilicon
	Proposal 1: CDL channel model is not used in RAN4 for AI CSI prediction.
Proposal 2: For generalization testing, there is no need to use non-static condition.
Proposal 3: RAN4 will start to discuss whether/how to define requirements for UE-side monitoring if other WGs achieve sufficient progress.
Proposal 4: RAN4 will focus on NW-side monitoring for AI CSI prediction and legacy measurements reporting requirements are reused.

	R4-2521490
	Samsung
	Reporting accuracy for performance monitoring
Observation 1:  For performance monitoring metric report, SGCS will be used and is quantized with 4-bit. For each report, two SGCS are included to reflect the Quantity reported.
[bookmark: _Hlk213776002]Proposal 1:  RAN4 could consider to define the report accuracy requirement based on test metric of ratio of reported SGCS1 and SGCS2, TE can check whether the ratio is higher than pre-defined threshold Y with X% of test time at current test SNR. At same time, TE can check the throughput ratio of predicted PMI with random type 1 PMI to provide the information on CSI prediction performance at current test SNR.
Generalization 
Proposal 2:  RAN4 can introduce the generation test with different MCS and channel model combination 
For FDD
· TDLA30-20 with MCS 19
· TDLC300-20 with MCS 17
For TDD scenario, further discuss pending on feasibility evaluation  
Proposal 3:  RAN4 can still use the TP ratio as test metric for individual case testing to quantify the generalization performance

	R4-2521898
	Nokia
	Observation 1: RAN4 can define reporting accuracy requirements for AI/ML-based CSI prediction by using a test framework that monitors SGCS consistency under static radio conditions.
Proposal 1: RAN4 should define reporting accuracy requirements for CSI prediction performance monitoring using a test framework that evaluates the stability of reported values in a fixed environment.
Proposal 2: RAN4 should define a test setup by combining Option 1 and Option 2 to verify generalization of the UE-sided AIML configurations in practical scenarios.

	R4-2522149
	Qualcomm Incorporated
	Observation 1: RAN4 needs to finalize following aspects of CSI performance monitoring:
· Selection of metric for requirement
· Reporting delay,
· Reporting accuracy, including the feasibility of defining reporting accuracy.
· Mapping table.
Observation 2: RAN1 agreed to define two SGCS values in performance monitoring. First SGCS is based on predicted CSI for one inference reporting and ground truth CSI. Second SGCS is based on ground truth CSI and non-predicted CSI corresponding to the latest CSI-RS occasion.
Observation 3:  The SGCS based on predicted CSI for one inference reporting and ground truth CSI conveys the performance of CSI prediction.
Observation 4: The SGCS based on ground truth CSI and non-predicted CSI corresponding to the latest CSI-RS occasion conveys how well sample-and-hold based CSI feedback would perform.
Observation 5: The ratio of the first and second SGCS of observation 2 conveys the ratio of the performance of CSI prediction to that of sample-and-hold to the network. 
Observation 6: The ratio of the first and second SGCS of observation 2 can become high even if first and second SGCS are low. This can happen specially when first and second SGCS are quite low; and a sudden fluctuation in one of these two metrics can make the ratio quite high.
Observation 7: RAN1 has already defined the mapping table for reporting of performance monitoring. The RAN1 defined mapping table explicitly maps SGCS value, reported to convey the outcome of performance monitoring, to codepoints.
Observation 8: RAN4 defined delay requirements consider collision between relevant reference signal and SMTC/measurement gap. RAN1 defined delay requirements don’t consider it.
Observation 9: Test equipment vendor cannot truly estimate the accuracy of UE’ reported SGCS during performance monitoring. Test equipment vendor can only check if the UE’s reported SGCS, averaged across many occasions, exceed a threshold where the threshold is defined based on simulations.
Proposal 1: RAN4 selects the statistics of SGCS1, defined based on predicted CSI for inference reporting and ground truth CSI, as the metric to evaluate UE’s performance monitoring for CSI prediction, if RAN4 introduces performance monitoring accuracy requirements. 
· UE would pass a test if its reported SGCS1, averaged across many occasions, exceed a threshold.
Proposal 2: RAN4 reuses the RAN1 defined mapping table for reporting of CSI prediction’s performance monitoring
Proposal 3: RAN4 ensures not to configure any measurement gap or SMTC in performance monitoring accuracy tests for CSI prediction, if RAN4 introduces performance monitoring accuracy requirements.


	R4-2520235
	MediaTek inc.
	Observation #1: FDD 16TX and FDD 32TX results with the same Doppler perform quite similarly.
Observation #2: In lower Doppler, accuracy is better than in higher Doppler.
Observation #3: Rel-18 codebook quantization performance is close to raw channel prediction performance.
Observation #4: In Step‑3, channel prediction shows gains over sample-and-hold in all tests when evaluated using SGCS.
Observation #5: Prediction gain measured in SNR varies between 4.3 and 4.4 dB in FDD.
Observation #6: Prediction gain measured in SNR is 1.7 dB in TDD.
Observation #7: Prediction gain measured in γ1 varies between 3.0 and 3.6 in FDD/TDD
Observation #8: Prediction gain measured in γ2 varies between 1.2 and 1.3.
Observation #9: Both MCS-17 and MCS-19 have feasible SNR operation point in both FDD and TDD.
Proposal #1: During the meeting check if simulation results are aligned in both FDD and TDD.
Proposal #2: Introduce 4RX TDD requirements if there are enough aligned simulation results.
Proposal #3: Use MCS-19 for FDD 2RX requirements.
Proposal #4: Use MCS-17 for TDD 4RX requirements if defined.
Proposal #5: Not to consider different channel models for generalization.


	R4-2520458
	CMCC
	Proposal 1: for FDD, it is proposed to use MCS 19. 
Proposal 2: for TDD, it is proposed to use 4RX
Proposal 3: for TDD, it is proposed to use 20Hz Doppler  
Proposal 4: For channel model for CSI prediction tests, the usage of CDL channel model for CSI prediction test can be further discussed in later release based on the progress on SCM.  
Proposal 5: for generalization, it is proposed to consider both multiple tests with different channel models and multiple tests with different MCS.

	R4-2520629
	Apple
	For FDD with 2RX the gain with CSI prediction over eType II is > 20%.
For TDD with 2RX the gain with CSI prediction over eType II is > 10%.

	R4-2520630
	Apple
	Draft CR
	Reason for change:
	RAN4 has agreed to introduce PMI reporting requirements for CSI prediction

	
	

	Summary of change:
	Added new section for PMI reporting with CSI prediction

	
	

	Consequences if not approved:
	PMI reporting requirements with CSI prediction will not be introduced

	
	

	Clauses affected:
	6.3. 6.3.2.1



The CR is not based on the agreement of adding a new section for PMI reporting with prediction. We have requirements for predicted PMI (TypeII-Doppler-r18 CB) in the same section. It doesn’t go with the flow of the spec. Since all PMI reporting requirements are in 6.3, the same section seems appropriate. Open to suggestions

	R4-2521020
	vivo
	Observation 1: Initial evaluation results for CSI prediction AI/ML model is shown in Table 2-1, for FDD and 32gNB Tx.  
Table 2-1. Initial evaluation results for CSI prediction AI/ML model, for FDD and 32gNB Tx.
	FDD, 32 gNB Tx
	Test on 20Hz Doppler spread
	Test on 50Hz Doppler spread
	Test on 100Hz Doppler spread

	Model trained by 20Hz Doppler spread
	0.993
	/
	/

	Model trained by 50Hz Doppler spread
	/
	0.902
	/

	Model trained by 100Hz Doppler spread
	/
	/
	0.298

	Model trained by 20Hz, 50Hz and 100Hz Doppler spread
	0.994
	0.907
	0.296



Proposal 1: Reference AI model for CSI prediction would be needed for performance requirement definition, if it is difficult to align the simulation results.


	R4-2521233
	Ericsson
	Observations:
Observation 1: For TDLA30-20, throughput ratio of AI/ML-based PMI prediction over Rel-15 TypeI PMI (γ1_AI/ML) is high enough regardless of 2Rx/4Rx FDD/TDD.
Observation 2: For TDLA30-20, throughput ratio of AI/ML-based PMI prediction over Rel-16 eTypeII PMI (γ2_AI/ML) is more than 1.0 for 2Rx FDD/TDD and 4Rx FDD.
Observation 3: For TDLA30-20, both MCS17 and MCS19 show similar throughput ratio of AI/ML-based PMI prediction over Rel-15 TypeI PMI.
Observation 4: For TDLC300-20, throughput ratio of AI/ML-based PMI prediction over Rel-15 TypeI PMI (γ1_AI/ML) is high enough regardless of 2Rx/4Rx FDD/TDD.
Observation 5: For TDLC300-20, throughput ratio of AI/ML-based PMI prediction over Rel-16 eTypeII PMI (γ2_AI/ML) is more than 1.0 only for 2Rx FDD.
Observation 6: For TDLC300-20, both MCS17 and MCS19 show similar throughput ratio of AI/ML-based PMI prediction over Rel-15 TypeI PMI.
Observation 7: RAN1 is still discussing the CSI reporting delay for Rel-19 AI/ML-based PMI prediction.
Observation 8: The performance monitoring for CSI prediction model (FG 58-3-5) is optional feature even if UE supports the CSI prediction for UE-sided inference when N4=1 (FG 58-3-1).
Observation 9: If UE supports the performance monitoring for CSI prediction model, this UE supports the CSI prediction for UE-sided inference when N4=1.
Proposals:
Proposal 1: RAN4 should define AI/ML-based PMI prediction performance requirements for FDD 2Rx and TDD 4Rx with the following configuration: 16 CSI-RS ports, TDLA30-20, MCS17.
Proposal 2: RAN4 should define AI/ML-based PMI prediction performance requirements for FDD 2Rx and TDD 4Rx with the following configuration: 16 CSI-RS ports, TDLC300-20, MCS19.
Proposal 3: RAN4 should evaluate the AI/ML-based PMI prediction performance based on the CSI processing time with t=0. Once RAN1 concludes the UE capability of reporting delay t, RAN4 should revisit the scheduling of CSI-RS, PMI reporting, and PDSCH.
Proposal 4: For CSI-PAI reporting requirements, RAN4 should consider at least two cases: one case for the AI/ML-based CSI prediction works, and another case for the prediction does NOT work well.
Proposal 5: RAN4 should study further the metric of reported CSI-PAI to judge the AI/ML-based CSI prediction works or does not work well.
Proposal 6: If UE supports the performance monitoring for CSI prediction model, check the statistics of the ratio SGCS1/SGCS2 together with throughput ratio of follow predicted PMI and random Rel-15 TypeI PMI.
Proposal 7: Study the feasibility to set the CSI-PAI reporting requirements with that the radio SGCS1/SGCS2 should be more than X in [90]% of the test time at SNR_AI/ML, where SNR_AI/ML is the SNR corresponding to the 90% of maximum throughput with follow predicted PMI, where X should be more than 0.


	R4-2521239
	OPPO
	Observation 1: 	Regarding the simulation for AI/ML-based CSI prediction, the updated results are shown in Table 2 for MCS=17 and MCS=19.
Observation 2: 	The inherent predictability of the generated wireless channel itself is a likely cause for the significant discrepancies observed in the current simulation results.
Observation 3: 	For step-3, under the condition of TX=16 and rank=2, the throughput performance obtained by randomly selecting a Type I codebook is relatively poor at SNRue_AI/ML 
Proposal 1: 	To define CSI prediction requirements, two approaches could be considered:
· Approach 1: Based on current simulation results, excluding results that show significant discrepancies with others, define a minimum performance requirement.
· Approach 2: Construct a reference dataset for CSI prediction simulation, generate new simulation results, and then define the minimum performance requirement for CSI prediction.
Proposal 2: 	Regarding the reference dataset for CSI prediction, it may include:
· The wireless channel H to be utilized for downlink transmission at slot n.
· The predicted PMI obtained by NW (after performing practical channel estimation, channel prediction and CSI reporting), to be utilized for NW precoding at slot n.
· A randomly selected Type I codebook set for comparison purpose.
Proposal 3: 	By using the reference datasets provided by companies, RAN4 could form a mixed reference dataset for assessing the CSI prediction requirements.

	R4-2521385
	Huawei, HiSilicon
	Proposal 1: For step-1, SGCS performance results of AI CSI prediction are provided in Table 1.
Table 1. SGCS performance results of AI CSI prediction (step-1)
	
	20Hz
	50Hz

	Rank 1
	0.9985413
	0.8673333

	Rank 2
	0.99800384
	0.8166052




	R4-2521414
	Nokia
	Observation 1: The remaining time for this WI is very limited; hence, RAN4 may need to make prioritization on the use cases.
Observation 2: From Step 3 SNR and throughput simulation results collection in RAN4#116bis, in the case of AI/ML with mixed dataset, after outlier removal, the span of MCS 19 is smaller than MCS 17.
Proposal 1: Considering the limited time left for this WI, RAN4 to prioritize FDD and TDD periodic CSI-RS configuration as agreed in RAN4#116bis and deprioritize the aperiodic one.
Proposal 2: Concerning the MCS, RAN4 can prioritize MCS 19 over MCS 17.



Open issues summary
The agreements from the previous meeting on this topic are listed below for reference:
Issue 1-1: Requirements for performance monitoring
Agreement:
No performance monitoring delay requirements are specified in RAN4 for CSI prediction.

Issue 1-4: Core requirements for PMI prediction reporting
Agreement:
Introduce a new clause under Clause 6 (6.X) in 38.101-4 as “Reporting of predicted PMI”

Issue 1-7: Doppler and MCS
Agreement:
Introduce tests for 20Hz Doppler with MCS [17or19] with 16Tx ports and 2Rx in FDD
Introduce test for TDD with the details FFS

Issue 1-8: Generalization
Agreement:
Test setup for the generalization will be further discussed based on the following options
· Option 1: Introduce multiple tests with different MCS, which will lead to different SNR points.  
· Option 2: Introduce multiple tests with different channel models. The details of the channel models are FFS.
· Option 3: the combination of option 1 and 2. 
It is FFS on how to quantify the generalization performance. 

Issue 1-9: Activation
Agreement:
No activation requirement in RAN4 spec for CSI prediction will be introduced. 
· Note: it is a general understanding that UE has to be ready to start measurements for inference after sending RRC reconfiguration complete. No details will be specified in RAN4. 

The open issues were grouped in the following sub-topics for further discussion:
1. CR for core requirements
2. Averaging of γ
3. Parameters for the tests
4. Simulation results and requirement definition
5. Performance monitoring accuracy metric
6. Generalization

Sub-topic 1-1
CR for Core Requirements
Draft CR for core requirements was submitted in R4-2520630. The core requirements have to be finalized in this meeting, companies should provide comments, if any, on the CR
Note: The CR is not based on the agreement of adding a new section for PMI reporting with prediction. We have requirements for predicted PMI (TypeII-Doppler-r18 CB) in the same section. It doesn’t go with the flow of the spec. Since all PMI reporting requirements are in 6.3, the same section seems appropriate. Open to suggestions

Issue 1-1: CR for Core Requirement
· Proposals
· Option 1: CR to be discussed and endorsed
· WI should be changed to -Core from Perf
Any other comments?
· Recommended WF
CR to be revised as needed and endorsed at the end of the meeting
Sub-topic 1-2
[bookmark: _Hlk213774719]Averaging of γ
γ is obtained by average the throughput within a certain window, the actual averaging process should be clarified
Issue 1-2: Averaging ofγ
· Proposals
· Option 1: Within a CSI prediction window,  is obtained by calculating  and  within the CSI prediction window first and then get the averaged  value.
· Option 2: others
· Recommended WF
· Option 1
Sub-topic 1-3
Parameters for defining the tests 
There are proposals on fixing the parameters for the test cases
Issue 1-3: Parameters for the test cases
· Proposals
· Option 1:
· FDD 2Rx and TDD 4Rx: 16 CSI-RS ports, TDLA30-20, MCS17
· FDD 2Rx and TDD 4Rx: 16 CSI-RS ports, TDLC300-20, MCS19
· Option 2: 
· FDD 2Rx, MCS-19
· TDD 4Rx, MCS-17
· Option 3: others
· Recommended WF
· To be discussed

Sub-topic 1-4
Simulation results 
There have been several rounds of simluations for performance alignment, next steps should be discussed to converge on how to define requirements
Issue 1-4: Simulation results 
· Proposals
Simulation results to be discussed, check for alignment. For requirements definition:
· Option 1: Remove outliers(how to define outliers?) and decide requirements based on averaging
· Option 2: Build a reference dataset and check/decide performance based on simulations with this dataset
· How to build the dataset should be discussed
· Option 3: Further refine parameters and perform another round of alignment
· Option 4: others
· Recommended WF
· To be discussed

Sub-topic 1-5
Performance monitoring accuracy metric 
Several companies proposed different ways to introduce requirements and corresponding tests for the performance monitoring accuracy.
Issue 1-5: Performance monitoring accuracy metric
· Proposals
· Option 1: Evaluate the performance monitoring metric under the same test conditions used to CSI prediction PMI requirements.
· Use proportion of per layer SGCS1 > SGCS2 as a test metric.
· Consider an additional test metric for SGCS1 only, using either mean, median, or CDF based test criteria.
· Option 2: The UE shall repeatedly calculate and report SGCS in an unchanged radio environment, and the TE shall verify that at least 90 % of reported values stay within a bounded tolerance range. This statistical consistency method avoids the need for dynamic channels or ground-truth CSI while ensuring that UE-reported SGCS is stable, repeatable, and suitable for use in AI/ML life-cycle management.
· Option 3:For accuracy metrics for SGCS 1 and SGCS 2, extra non-prediction CSI report would be needed for TE to obtain the ground truth CSI, and CSI (non-predicted).
· SGCS 1 is calculated based on predicted CSI for one inference reporting, and ground truth CSI. 
· SGCS 2 is based on ground truth CSI and CSI (non-predicted) corresponding to the latest CSI-RS transmission occasion not later than CSI reference resource of the inference reporting instance.
· Option 5: RAN4 should define reporting accuracy requirements for CSI prediction performance monitoring using a test framework that evaluates the stability of reported values in a fixed environment.
· Option 6: RAN4 selects the statistics of SGCS1, defined based on predicted CSI for inference reporting and ground truth CSI, as the metric to evaluate UE’s performance monitoring for CSI prediction. 
· UE would pass a test if its reported SGCS1, averaged across many occasions, exceed a threshold.
· Option 7: Study the feasibility to set the CSI-PAI reporting requirements with that the radio SGCS1/SGCS2 should be more than X in [90]% of the test time at SNR_AI/ML, where SNR_AI/ML is the SNR corresponding to the 90% of maximum throughput with follow predicted PMI, where X should be more than 0.
· RAN4 should consider at least two cases: one case for the AI/ML-based CSI prediction works, and another case for the prediction does NOT work well.
· TE can check the throughput ratio of predicted PMI with random type 1 PMI to provide the information on CSI prediction performance at current test SNR. 
· Option 7: other proposals
· Recommended WF
· To be discussed

Sub-topic 1-6
Generalization
There was an agreement that generalization tests would be further discussed based on the options listed above.
Issue 1-6: Generalization
· Proposals
· Option 1: Introduce tests with different MCS/channel model combination
· For FDD:
· TDLA30-20 with MCS 19
· TDLC300-20 with MCS 17
· For TDD scenario, further discuss pending on feasibility evaluation  
· Option 2: Introduce tests with different channel models (e.g. TDL-C 300-20/50) 
· Option 3: others
· Recommended WF
· To be discussed 
The need for generalization tests and what should be discussed/studied should be debated.


Topic #2: RRM core requirement and testing framework for beam management
This section contains the sub-topics regarding specific issues for beam management.

Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2520144
	CATT
	Proposal 1: Remove N in the definition of successful rate. 


	R4-2520346
	MediaTek Inc.
	Proposal 1: For AI/ML BM case 2, keep M in the prediction report delay. 
Observation 1: The prediction accuracy is improved a bit by increasing the training dataset size.
Proposal 2: RSRP accuracy requirements of Top-1 of predicted beams can be defined by filtering out the data with SNR of the Top-1 beam in set A no less than -3dB. 
Observation 2: For different beams, e.g., predicted 1st strongest and 5th strongest beam, the predicted absolute RSRP accuracy varies. It may be the SINR difference that results in the difference between the predicted absolute RSRP accuracy of top-1 beam and other beams.
Proposal 3: Further discuss whether it is workable to define a single absolute accuracy requirement which is applicable to all/some of the predicted beams with some side conditions.
Observation 3: CDL channel includes two parts “from BS to clusters” and the channel “from clusters to UE”.
Proposal 4: Discuss how to simulate the channel “from BS to clusters” in the simplified CDL-channel as well.
Proposal 5: Discuss how to emulate the channel for different locations in multiple AoA test systems.
Observation 4: It is not workable to emulate different UE locations through rotating UE during the test as the time needed to rotate UE is about 1s.
Proposal 6: Evaluate whether it is workable to emulate different UE locations through adjusting TE transmission power at each probe in multiple AoA test systems.
Proposal 7: The procedures to emulate the channel for different UE locations using simplified CDL channel in the simulation will be:
· Cast the UE in the cell randomly.
· Generate the channel between BS and UE according to 38.901, including path-loss, shadowing, and small-scale fading.
· Simplify small scale fading between BS and UE based on the to-be-agreed simplification method.
· Calculate received RSRP of each beam.

Proposal 8: Discuss how to get training dataset if to use multiple AoA test systems:
· Alt 1: collect the training data in the chamber for each test UE before training
· Alt 2: generate the training dataset assuming a certain UE radiation pattern through simulation
Observation 5: Multiple AoA test systems cannot use peak fine beam direction only.
Observation 6: The upper bound of SNR with multiple AoA test system is 13dB. 

Proposal 9: Take the upper bound of SNR with multiple AoA test system into consideration during simulation. 


	R4-2520455
	CMCC
	Proposal 1: For case 2, it is proposed that the measurement period is related with K(number of samples)*N*P, i.e. M is removed, since both M and K are the number of samples. 
Proposal 2: for the case that both RSRP and beam ID are reported, it is proposed that both RSRP accuracy requirements and successful rate for the correct prediction are applied.    
Proposal 3: for relative RSRP accuracy, it is proposed that the reported L1-RSRP cannot be measured RSRP, since RAN1 agreed that the RSRP of predicted beam(s)in the report of inference results is the predicted RSRP which is based on AI/ML output.
Proposal 4: for relative RSRP accuracy, it is proposed that beam index n owns the largest reported value. 
[bookmark: _Hlk213861753]Proposal 5: for BM case 1, it is proposed that 
· The relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i - predicted L1-RSRP of beam index n) - (ground truth of L1-RSRP of beam index i - ground truth of L1-RSRP of beam index n), [where the beam index n owns the largest reported value]
Proposal 6: for BM case 2, it is proposed that 
· The relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i for time instance m - predicted L1-RSRP of beam index n) - (ground truth of L1-RSRP of beam index i for time instance m - ground truth of L1-RSRP of beam index n), where the beam index n owns the largest reported value among all the predicted beams. 1<=m<=M where M is the number of time instance


	R4-2520487
	Xiaomi
	Proposal 1: It is proposed to define the number of consecutive occasions for BM-case 2 as max(M, K_BM), where K_BM is the UE-capable minimum time samples, to ensure the measurement duration meets all requirements.
Proposal 2: For simplified CDL model, cluster number can be reduced from spatial angle offset and power aspect:
· Combine clusters if AOA offset between these clusters is smaller than a threshold
· Remove cluster with low power.
Observation 1: For deriving ground truth of set A, SNR level should satisfy that for at least Top-M beams, the measurement error is small. SNR didn’t need to guarantee that all beams in set A can be measured accurately.
Proposal 3: For deriving ground truth of set A, SNR level should satisfy that for Top-M beams, the measurement error is small. RAN4 to discuss how to decide M and how to set SNR.
Proposal 4: For BM case-1, channel doppler can set to 0 or a small value to guarantee that there is neglectable L1-RSRP variation.
Proposal 5: for BM case-2, channel doppler will depend on UE speed and UE trajectory. RSRP variation impact can be considered in RSRP accuracy requirement.
Observation 2: UE will report best predicted L1-RSRP/beam index at T1 and measured RSRP/beam index of best beam at T2 to TE, it's easy for UE to pass the test by cheating.
Proposal 6: RAN4 to discuss how to solve the UE cheating issue if UE report both predicted result and ground truth.


	R4-2520614
	Apple
	RAN4 to use M=1 for BM Case 2
Static Consistency Validation for RS-PAI: RAN4 is invited to define a conformance test for RS-PAI based on repeated reporting under static radio conditions. The UE shall report RS-PAI across multiple iterations in an unchanged environment, and the TE shall verify that at least 90% of the reported values remain within a defined tolerance band. This ensures that RS-PAI is stable, repeatable, and suitable for use in LCM decisions, without requiring dynamic channel manipulation or new TE capabilities.
RAN4 Requirement on RS-PAI Thresholds for LCM Triggering: RAN4 shall define explicit RS-PAI-based threshold requirements to govern LCM behavior for AI/ML beam-management models. RS-PAI (Nₚ / N) shall be used as the primary KPI for monitoring live prediction performance, and minimum acceptable RS-PAI levels, together with required persistence windows, shall be standardized. LCM actions (e.g., model switch or deactivation with fallback) shall be triggered when the RS-PAI metric remains below the specified threshold for a defined number of consecutive reports. This ensures that the UE-reported RS-PAI is not only measured but mapped to standardized trigger criteria, allowing consistent, testable, and interoperable LCM behavior across vendors and deployments.
(BM-Case1 Channel Evaluation Scope): RAN4 to distinguish between testability validation and performance validation when evaluating AI/ML BM models.
· Use the simplified CDL (6 clusters, fixed AoAs) only for chamber feasibility testing 
· Introduce field-representative CDL variants with randomized cluster AoAs/AoDs and power distributions to ensure performance validation.
· Establish clear criteria and accuracy margins separately for each validation category.
(AoD Randomization for Performance Validation): RAN4 to introduce AoD randomization within the feIFF test setup by varying only the probe power distributions to emulate rotated composite illumination angles (AoD) for each realization.
· Each realization applies a new probe-power weighting set to “rotate” the effective AoD seen by the UE, creating field-like angular diversity.
· Sequentially transmit all Tx beams under each configuration to generate multiple RSRP datasets.
· vUse these randomized AoD realizations specifically for AI/ML performance validation, while retaining the fixed 6-cluster CDL geometry for testability validation.
(AoD Randomization for AoA Randomization for Performance Validation): Introduce AoA randomization through controlled UE azimuthal rotation within the feIFF setup to emulate field-representative spatial perception for BM-Case 1.
· Conduct measurements over multiple DUT orientations (e.g., 6–12 azimuth angles).
· Each orientation alters the probe AoAs relative to the UE Rx beam patterns, producing unique Rx-beam gain distributions.
· Combine AoA rotation with AoD probe-power randomization to form a joint angular-diversity dataset for AI/ML performance validation, while maintaining fixed geometry cases for testability validation.
(Cluster-Driven Temporal Evolution for BM-Case 2): RAN4 to emulate BM-Case 2 temporal evolution by driving the feIFF probe powers according to time-varying virtual cluster parameters
· Define a baseline set of clusters (AoD/AoA/power), continuously evolve these cluster parameters (drift, shadowing, blockage).
At each time step, update the probe-power vector to produce time-correlated RS

	R4-2520706
	Nokia
	Proposal 1: RAN4 to consider corrections for prediction reporting delay requirements for both SSB based and CSI-RS based beam prediction captured in CR [R4-2521469]
Proposal 2: Select at least 32 Set A beams, to be emulated during the conformance testing of AI/ML BM use case, from the existing codebook of 128 fixed beams (constructed from a grid of eight elevation angles from –25o to +25 o with ~7.1 o step size and 16 azimuth angles from –60 o to +60 o with 8 o step size) along with the other parameters as defined in Table D.2-1 of TS 38.151.
Proposal 3: RAN4 to study the impact of selecting different combinations of at least 32 Set A beams from the 128-beam codebook on the performance with CDL based channel model.  How to select the at least 32 Set A beams from 128 beam codebook is FFS.
Proposal 4: RAN4 to discuss and explore the feasibility of generating Set A and Set B beams during the conformance testing of the AI/ML-BM use case by selecting unique combinations of available test probes and decide the transmit power of each selected probe. Tx power of each selected probe is FFS.
Proposal 5: RAN4 to discuss and finalize the contents of pre-alignment check which needs to be performed between the TE and DUT before the exact start of the conformance test.
Proposal 6: RAN4 to discuss the feasibility of performing beam sweeping using UE rotation in multiple iterations during the conformance testing of AI/ML based BM use case.
Observation 1: A spatial filter should be applied to the UMi CDL-C channel model based on the SSB and UE Rx beam, so that only the clusters interacting with them are retained. In this case, the number of clusters will be significantly fewer than the 24 clusters defined in the UMi CDL-C model.
Observation 2: Based on the reflection and diffusion of the SSB from gNB to UE and its reception by the Rx beam, the power angular spectrum (PAS) represents the “FR2 channel” that needs to be emulated in the anechoic chamber using probes.
Observation 3: Spatial filter should also be applied to the reduced-cluster channel model according to the beamwidth of SSB and UE Rx beam, so that the interacting clusters can be identified, and the rest of clusters can be ignored.
Observation 4: Reducing the number of clusters in the CDL model carries a high risk of significantly altering the channel properties, potentially shifting the UMi characteristics to those of UMa or to an undefined channel property.
Proposal 7: It is not recommended to reduce the number of clusters in the UMi CDL-C model for simplification. There is high risk of significantly altering the channel properties, potentially shifting the UMi characteristics to those of UMa or to an undefined channel property.
Observation 5: rCDL-C1 model is only used for single-user MIMO (SU-MIMO) cases, and some of the channel characteristics have been removed from the original CDL model in 38.901. Therefore, it is not recommended to use it with large bandwidth test cases.
Proposal 8: The rCDL-C1 channel model in 38.753 with only “12” clusters in total can be considered to generate BM test case scenarios. However, it is only for SU-MIMO cases. It is not suggested to use it for BM testing case with large bandwidth.
Proposal 9: The real FR2 channel measurements and the ray tracing model can be considered to create the cluster-map with less clusters other than CDL-A model with 24 clusters.
Observation 6: Test case creation can be based on the illuminated clusters according to the UE location and gNB location. The clusters far away (a few hundred meters away, based on the scaling of delay in 38.901 table 7.7.3.-1) from the UE will not be illuminated.
Observation 7: Using the same TE chamber and the same probes to present the illuminated clusters. The setting of the weights for the probes need to be changed based on the illuminated clusters in each test case.
Proposal 10: Use the same probes of a TE chamber with different setting for weights of the probes to generate different test cases according to the illuminated clusters.
Proposal 11: A spatial filter should be applied to the CDL-C model first, which can significantly reduce the number of clusters. Next, clusters with insufficient power can be ignored, further reducing the number of clusters. Only the remaining clusters need to be represented in the chamber using probes.
Proposal 12: Endorse the above-mentioned 4-step procedure for representing the clusters in the chamber using probes.
Proposal 13: The reference sensitivity power levels can be reused to determine whether the power of a cluster is too weak and can therefore be ignored.

	R4-2521017
	vivo
	Proposal 1: RAN4 discuss how to handle K and M in the Prediction period requirements.
· Alt 1: RAN4 to decide to keep K in the Requirement, and for M,
· Alt 1-1: not consider M for both BM-Case 1 and BM-Case 2 (regardless of whether timeRestrictionForChannelMeasurement is configured or not).
· Alt 1-2: not consider M for BM-Case 2 (regardless of whether timeRestrictionForChannelMeasurement is configured or not)
· Alt 1-3: only consider the case that timeRestrictionForChannelMeasurement is configured (i.e., M=1) for both BM-Case 1 and BM-Case 2
· Alt 2: RAN4 sends an LS to RAN1 to inquire about the difference between K and M, and then decides how to consider the values of these two parameters in the requirement.
Proposal 2: RAN4 to define absolute RSRP accuracy as one of metrics for beam management requirements/tests, the corresponding definition is:
· For BM-Case 1, the absolute RSRP accuracy = predicted L1-RSRP of beam index i – ground-truth of L1-RSRP of beam index i. 
· For BM-Case 2, the absolute RSRP accuracy = predicted L1-RSRP of beam index i for time instance m – ground-truth of L1-RSRP of beam index i for time instance m
· Where, The index i corresponds to the index of Top-1 beam of predicted beams; the index m is corresponds to the index of time instance, 1<=m<=M
Proposal 3: RAN4 to use the follow definition to define the relative RSRP accuracy requirement: 
· For BM-Case 1, Relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i - Reported L1-RSRP of beam index n) - (ground truth of L1-RSRP of beam index i - ground truth of L1-RSRP of beam index n)
· For BM-Case 2, the absolute RSRP accuracy = predicted L1-RSRP of beam index i for time instance m – ground-truth of L1-RSRP of beam index i for time instance m. 
· Where, The index i corresponds to the index of Top-K (K is the number of reported predicted beam) beam of predicted beams and i >1; The beam index n owns the largest reported value; The index m is corresponds to the index of time instance, 1<=m<=M
· The reported L1-RSRP refers to predicted L1-RSRP
Observation 1: 
· When the reported prediction content only includes beam ID and K is configured to be greater than 1, no requirements on beam prediction accuracy are applied.
· When both the beam ID and RSRP are reported, regardless of the configured value of K, the above KPI will be defined as: 
· the maximum ground truth RSRP of the predicted beam is larger than or equal to the ground-truth RSRP of the strongest genie-aided beam(s) – x dB
Proposal 4: For the X value of Metrics/KPIs for beam ID prediction, it can be determined based on the simulation results
Proposal 5: In R19, RAN4 not to define the performance requirements of BM-Case 2


	R4-2521023
	vivo
		Reason for change:
	In Rel-19, the AI/ML for NR Air Interface feature was introduced. For the beam management use case, relevant RRM requirements need to be defined in RAN4.

	
	

	Summary of change:
	1. Introduce correasponding requirements for Active TCI state switching delay for the AI/ML based BM scenario
2. Introduce correasponding requirements for L1-RSRP measurements for Prediction of beam management Reporting




	R4-2521211
	Ericsson
	Draft CR with corrections

	R4-2521212
	Ericsson
	Proposal 1: For BM case 2, follow the conventional approach, M, as configured, is included in measurement delay formula.
Proposal 2: Regarding the parameter x in beam prediction accuracy metrics, measurement error and Rx gain uncertainty shall be mitigated wherever possible.
Proposal 3: The parameter x in beam prediction accuracy metrics should be set to a value that reflects the expected magnitude of residual measurement error and other errors, [1] dB may be taken as a baseline.
[bookmark: _Hlk213857402]Proposal 4: RAN4 to confirm that the statement ‘TCI state remains detectable’ does not mean that the RS in the target TCI must be transmitted. 
[bookmark: _Hlk213857428]Proposal 5: RAN4 to confirm that in the statement ‘The TCI state remains detectable during the TCI state switching period, ‘detectable’ may be ‘predictable’.
Proposal 6: RAN4 to check if the 32 beams after simplified CDL channel can be produced by [8] (if it is feasible to be realized in test bed) probes which may achieve the balance between performance and implementation complexity.
Proposal 7: The metric to estimate the “goodness” of a simplified CDL channel model may be represented by the below steps:
· Step 1: Test (inference) with the reference CDL channel.
· Step 2: Test (inference) with the simplified CDL channel.
· Step 3: The prediction difference between the results of the two tests in the above steps is less than a threshold with [95] percentile.


	R4-2521238
	OPPO
	Proposal 1: 	For BM testability, further consider how to ensure that the BM model constructed on the DUT side can match and be utilized in the testing environment on the TE side.
Observation 1: 	The over-simplified OTA assumptions being used for BM may offer little practical guidance for field deployment.
Proposal 2: 	RAN4 could explore whether/how to decouple the signal acquisition testing (e.g., for model inputs) from model performance evaluation (e.g., for model performance) for AI use cases. 
Proposal 3: 	Signal acquisition could continue to be tested via OTA, e.g., evaluating BM Set B measurement accuracy. 
Proposal 4: 	Model performance could be assessed using standardized datasets defined by RAN4 (RAN4 specified datasets).

	R4-2521259
	Qualcomm Incorporated
	Observation 1: The key requirements for AI/ML BM test setup are listed following:
· Requirement#1: Channel model in the test
· The test should reflect performance in the field. Hence, CDL or simplified CDL to properly verify beam management performance.
· Requirement#2: Avoid the cheating
· Progress A: Model training for Set A’s is generated with channel parameters #1. Set B in UE measurement should have enough randomness compared to Set A’. 
· Progress B: Set A is generated to make sure to use the same parameters (initial phase, angular spread, delay spread) as the Set B in the Progress A measurement step. NW antenna/beam configurations for Set A and Set B should be deterministic. For some prediction metrics (e.g., option 2 and 3), UE can pass the test without actual measurement if TE does not randomize the transmission of its beams. 
· Requirement#3: Support the beam number of Set A
· TE needs to support Set A for ground truth verification.
Observation 2: To generate Set A and Set B, multiple AoAs/probes test setup is necessary.
Observation 3: Using Multiple AoA test setup with FR2 RRM test can reuse the existing FR2 test setup to save the test cost and a simplified CDL channel model needs to be specified. The relative angular separation between neighboring probes is 30º, 60º, and 60º, respectively.
Observation 4: Simplifying the CDL channel model based on Tx beam direction and reflected PAS from illuminated clusters would make the model parameters much more complicated and harder to validate in the chamber.
Proposal 1: The simplified channel model parameters should remain independent of gNB Tx beam number and Tx beam direction.
Propsoal 2: RAN4 to take the channel model parametres decriped in Table 1 and Table 2 as the starting point to evlaute the inference perforamnce degradation.
Table 1 – Channel model parameters for UMi CDL-C at 28 GHz with flat ZoA
	Cluster #
	Absolute Delay [ns]
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	0
	-7.4318
	-30.4353
	-134.4434
	98.9242
	74.51134

	2
	12.594
	-1.2500
	-20.9269
	129.1633
	99.1915
	74.51134

	5
	13.056
	-5.5318
	-28.0782
	-152.8206
	99.5732
	74.51134

	6
	38.196
	0.0000
	-11.6982
	164.1145
	99.306
	74.51134

	13
	73.71
	-8.1318
	-33.911
	93.1719
	100.165
	74.51134

	14
	78.498
	-9.8318
	-37.5066
	-112.0441
	100.2604
	74.51134

	Per-Cluster Parameters

	Parameter
	CASD in [°]
	CASA in [°]
	CZSD in [°]
	CZSA in [°]
	XPR in [dB]
	

	Value
	0.799
	10.4021
	0.5726
	0
	7
	



Table 2 – Channel model parameters for UMi CDL-C at 28 GHz
 with AoA aligned to probe layout and no intra-cluster angle spread
	Cluster #
	Absolute Delay [ns]
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	0
	-7.4318
	-30.4353
	-114.436
	98.9242
	74.51134

	2
	12.594
	-1.2500
	-20.9269
	125.5639
	99.1915
	74.51134

	5
	13.056
	-5.5318
	-28.0782
	-174.436
	99.5732
	74.51134

	6
	38.196
	0.0000
	-11.6982
	-174.436
	99.306
	74.51134

	13
	73.71
	-8.1318
	-33.911
	95.5639
	100.165
	74.51134

	14
	78.498
	-9.8318
	-37.5066
	-114.436
	100.2604
	74.51134

	Per-Cluster Parameters

	Parameter
	CASD in [°]
	CASA in [°]
	CZSD in [°]
	CZSA in [°]
	XPR in [dB]
	



Proposal 3: For Options A and B, RAN4 should further clarify how to address the following issues:
· The channel model emulated in the chamber may depend on TE-specific optimization weights.
· The channel model used for evaluation may not be consistent with the emulated channel model in the actual OTA chamber.
Proposal 4: RAN4 should decide which option to adopt based on the performance gap between inference performance using the simplified channel model and the original channel model specified in TS 38.151 for FR2 MIMO OTA. All simulation assumptions, except for the channel model, should follow those used in beam management performance evaluation.
Proposal 5: RAN4 to investigate whether measurement uncertainty should be considered when defining AI/ML BM core requirements.

	R4-2521381
	Huawei, HiSilicon
	Proposal 1: RAN4 to define the requirement of prediction delay in AI BM, where the measurement delay and inference delay are not treated as separate requirements. 
Proposal 2: For data collection in NW-sided model, take the existing core requirement for beam related information reporting as the starting point.
Proposal 3: RAN4 will focus on NW-side performance monitoring Type 1 option 1 and reuse legacy requirements for measurement reporting. 

	R4-2521418
	tra & Schwarz
	Observation 1: (Simplification based on illumination) The AoD spread in the channel model has approximately the same range as the BS codebook assumptions (i.e. maximum ±60º in azimuth), thus all clusters are illuminated by Set A.
Observation 2: (Simplification based on illumination) The complete AoA spread in the channel model after BS illumination cannot be simulated with a sparse probe layout.
Observation 3: (Simplification based on illumination) Removing the weak clusters after BS illumination (e.g. > -10dB) does not reduce the overall AoA spread.
Observation 4: (Simplification based on illumination) It is unrealistic and not aligned with the test scope to perform the AI-ML BM test case in sequential manner by means of a UE Test Function.
Observation 5: (Simplification based on weak clusters) CDL channel model can be simplified by merging the clusters that have the same AoA and removing the weak clusters falling outside the UE’s spherical coverage (i.e. < -10dB) resulting in the simplified channel model in Table 1.
Observation 6: (Simplification based on weak clusters) The required total AoA spread of 150° of the simplified channel in Table 1 can be emulated with the multi-AoA IFF based probe layout.
Observation 7: (Simplification based on weak clusters) The simplified channel model parameters for UMi CDL-C can be implemented in the multi-AoA IFF based test system, with 3 possible options (Figure 3): Option A: with flattened elevation (Table 2) and strongest cluster aligned to one probe; Option B:  with flattened elevation (Table 2) and mid-point of the total angular spread of the clusters is aligned to the mid-point of the spread of the probes; Option C: with flattened elevation, AoAs aligned to probe layout and no intra‑cluster angle spread (Table 3).
Observation 8: (Simplification based on weak clusters) The simplified channel model parameters for UMi CDL-C do not affect the doppler per cluster, i.e. the latter is still emulated by the multi-AoA IFF based test system.
Observation 9: (Simplification based on weak clusters) In the multi-AoA IFF based test system, all the probes are used to simultaneously simulate all the clusters (with some weight), and therefore all probes contribute to simulate each BS beam.
Observation 10: (Simplification based on weak clusters) Based on preliminary simulations with 8 Set B & 32 Set A beams, there is only a negligible inference performance degradation (deviation of max ~1%) for Top 3 & Top 1 beams between the cases with full CDL channel model (Reference - 24 clusters) and simplified CDL channel model suitable for the multi-AoA IFF based test system (Options A/B/C - 6 clusters). 
Proposal 1: (Simplification based on weak clusters) Consider the channel models described in Table 2 (Option A/B) and Table 3 (Option C) as candidates for CDL-based simplified channel models for multi-AoA testing of AI/ML BM.
Table 2 – Channel model parameters for UMi CDL-C at 28 GHz with flat ZoA
	Cluster #
	Absolute Delay [ns]
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	0
	-7.4318
	-30.4353
	-134.4434
	98.9242
	74.51134

	2
	12.594
	-1.2500
	-20.9269
	129.1633
	99.1915
	74.51134

	5
	13.056
	-5.5318
	-28.0782
	-152.8206
	99.5732
	74.51134

	6
	38.196
	0.0000
	-11.6982
	164.1145
	99.306
	74.51134

	13
	73.71
	-8.1318
	-33.911
	93.1719
	100.165
	74.51134

	14
	78.498
	-9.8318
	-37.5066
	-112.0441
	100.2604
	74.51134

	Per-Cluster Parameters

	Parameter
	CASD in [°]
	CASA in [°]
	CZSD in [°]
	CZSA in [°]
	XPR in [dB]
	

	Value
	0.799
	10.4021
	0.5726
	0
	7
	



Table 3 – Channel model parameters for UMi CDL-C at 28 GHz
 with AoA aligned to probe layout and no intra-cluster angle spread
	Cluster #
	Absolute Delay [ns]
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	0
	-7.4318
	-30.4353
	-114.436
	98.9242
	74.51134

	2
	12.594
	-1.2500
	-20.9269
	125.5639
	99.1915
	74.51134

	5
	13.056
	-5.5318
	-28.0782
	-174.436
	99.5732
	74.51134

	6
	38.196
	0.0000
	-11.6982
	-174.436
	99.306
	74.51134

	13
	73.71
	-8.1318
	-33.911
	95.5639
	100.165
	74.51134

	14
	78.498
	-9.8318
	-37.5066
	-114.436
	100.2604
	74.51134

	Per-Cluster Parameters

	Parameter
	CASD in [°]
	CASA in [°]
	CZSD in [°]
	CZSA in [°]
	XPR in [dB]
	

	Value
	0.799
	0
	0.5726
	0
	7
	



Proposal 2: (Channel Evaluation) RAN4 to start the evaluation of CDL-C simplified channel models with 6 Clusters in Table 2 and Table 3 through comprehensive AI/ML BM simulations, by comparing the prediction performance between simulations with the full channel and the simplified channel, when using the same training model and performance metric.


	R4-2521469
	Nokia
	Draft CR with Section 8.10, 9.5
	Reason for change:
	To define RRM requirements agreed for the beam management use case of rel.19 NR of NR Air interface WI

	
	

	Summary of change:
	Change #1: Introduce/correct known conditions for TCI state for AIML BM
Change #2: Introduce/correct corresponding requirements for L1-RSRP measurements for prediction reporting.




	R4-2521546
	ZTECorporation,Sanechips
	Observation 1: The top-K beams are reported or predicted beams or top-K beams are groundtruth beams.
Observation 2: For the top-K beams are groundtruth beams but not the predicted beams, may be some UE reported beams could not be verified or why should we require the RSRP accuracy of the beam that the UE doesn’t even report.
Observation 3: What is the standard to verify the performance of AI system based on the absolute RSRP accuracy shall be considered or how to quantify the the small or large L1-RSRP difference shall be studied.
Observation 4: One question is that the proposed margin shall be maintained or smaller than legacy value. There are two options to consider the change of proposed margin:
· Option 1: Maintain the legacy measurement accuracy. In legacy, UE shall do the full beam sweeping in order to confirm the best Rx beam to receive the downlink RS and get the better communication with network. The AI system has already improve the overhead and reduce the complexity than legacy. Thus, maintain the legacy measurement accuracy could be understood.
· Option 2: Smaller than legacy measurement accuracy. This is a more direct understanding since the AI performance shall have the better performance than legacy and the measurement accuracy shall be tightened. In this way, the performance of AI method could be displayed. 
Proposal 1: For the absolute RSRP accuracy, the index i shall be the top-K beams based on the predicted beams or UE reported beams instead of the groundtruth beams.
Proposal 2: One margin for the absolute RSRP accuracy shall be studied in order to verify the performance of AI system. The proposed margin could be equal to and smaller than the legacy measurement accuracy requirements.
Observation 5: In current RAN4 spec, we do not observe the limitation on absolute RSRP accuracy.
Proposal 3: RAN4 shall consider absolute RSRP accuracy requirement applying to Top-1 of predicted beams and other beams.
Observation 6: The whole principle for defining relative RSRP accuracy is that the predicted L1-RSRP minus ground truth beams which is similar to legacy definition. 
Observation 7: If the reported L1-RSRP is reported measured RSRP, this components will disappear based on current formulation.
Proposal 4: The reported L1-RSRP shall be reported predicted L1-RSRP not the measured RSRP.
Observation 8: Top-K/1 is the relaxation of Top-1/1, UE vendors has extended margin on this performance metric and the prediction accuracy can be up to 97% even the measurement error has been added.
Observation 9: If the margin is set too large, the threshold for performance validation becomes low enough that any UE can pass the test, leading to the realization that AI’s predictive capabilities are actually not as good as legacy methods.
Proposal 5: At least x=0 shall be considered in performance metrics.
Proposal 6: The concrete value of x when x>0 shall be defined based on simulation results.
Proposal 7: The value of x shall not be set too large in order to guarantee the AI performance test and prevent UE easily passes the test. 
Observation 10: the maximum ground truth beam among Top-K beams has small difference or equal to Top-1 beam if only Top-1 beam is considered. The test will definitely pass. Nonetheless, if the rest of beams in Top-K predicted beams are worse beams, the whole AI/ML performance will be wrongly judged as successful.
Proposal 8: RAN4 shall support to introduce Top-N beams for beam ID prediction to ensure high reliability of AI/ML.
Proposal 9: Different interpretation of Top-K/N% could be seen as below:
A. One of Top-N beams contains in Top-K predicted beams; (like RAN1’s agreement on performance monitoring)
B. All of Top-N beams contains in Top-K predicted beams with corresponding order.
C. All of Top-N beams contains in Top-K predicted beams without corresponding order.
Observation 11: For interpretation A, the test will be passed easily if only one of Top-N in Top-K predicted beams.
Observation 12: For interpretation B, compared to interpretation A, this metric will not cause test passes easily, but this metric has large probability that the test will not be passed since the conditions are quite strict.
Observation 13: For interpretation C, only guarantee all Top-N beams contain in Top-K beams, Top-N beams are measured by UE which can be assumed as groundtruth beams. That is, if all groundtruth beams contain in AI/ML predicted Top-K beams, the test will be passed.
Proposal 10: The definition of Top-K/N% shall be all of Top-N beams contains in Top-K predicted beams without corresponding order.
Proposal 11: The potential components in prediction delay contains three parts:
· Measurement delay: The time for measurement of SetB which is the input for inference.
· Inference delay: The time for inference from starting performing inference to generate the prediction results.
· Reporting delay: The time between the report triggering and the point when the UE starts to transmit the outputs over the air.
Proposal 12: For measurement delay, the legacy L1-RSRP measurement period shall be reused.
Proposal 13: The measurement period for inference for case 2 shall be K*N*P, where K means number of samples.


	R4-2522150
	Qualcomm Incorporated
	Observation 1: Beam index n, owning the largest reported value, can be an element of setB. However, UE reports it as predicted L1-RSRP while reporting it as part of a top beam of setA. It does not matter whether the reported and predicted L1-RSRP of this beam is exactly equal to the measured L1-RSRP of this beam.
Observation 2: Channel may vary significantly across different prediction time instances. It is not meaningful to compare relative accuracy of reported L1-RSRP across two different prediction time instances.
Observation 3: the value of M is 1 when TimeRestrictionForChannelMeasurement IE is configured and it is 3 otherwise.
Observation 4: K * N * P can make the measurement period of case 2 long. An additional scaling factor of 3 will make case 2 measurement period even longer.
Proposal 1: RAN4 uses the agreed baseline for relative L1-RSRP of case 1 with the following changes:
· Relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i – reported predicted L1-RSRP of beam index n) -  (ground truth of L1-RSRP of beam index i - ground truth of L1-RSRP of beam index n), [where the beam index n owns the largest reported value].
· Reported L1-RSRP can be predicted, 
· FFS whether reported L1-RSRP can be measured RSRP
Proposal 2: Apply proposal 1 to case 2 where predicted and ground truth L1-RSRP of both beam index i and n correspond to the same time instance. In other words, define relative L1-RSRP accuracy in the following way for case 2: 
· Relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i at time instance t –  predicted L1-RSRP of beam index n at time instance t) -  (ground truth of L1-RSRP of beam index i  at time instance t- ground truth of L1-RSRP of beam index n at time instance t), where the beam index n owns the largest reported value at time instance t.

Proposal 3: RAN4 does not consider M in case 2 measurement period, i.e., measurement period for inference in case 2 is equal to K * N * P.

	R4-2520145
	CATT
	Observation 1: Different performance requirements need to be separately defined for beam ID prediction and RSRP prediction. 
Proposal 1: For AI/ML based beam management with both predicted RSRP and beam ID reported, two options can be considered for defining performance requirements: 
· Option 1: The legacy L1-RSRP performance requirements are reused, regardless of overhead reduction ratio. 
· Option 2: The legacy L1-RSRP performance requirements are relaxed with margins, and larger margin values are used for higher overhead reduction ratios. 
Proposal 2: For AI/ML based beam management with predicted beam ID reported only, RAN4 can define a lower bound for the successful rate as performance requirement regardless of the values of K, N, x and SINR. 
Proposal 3: RAN4 not to apply absolute RSRP accuracy requirement to other beams, i.e., predicted beams with lower RSRPs.


	R4-2520456
	CMCC
	Proposal 1: For RSRP accuracy for AI/ML based beam management, it is proposed that AI/ML based performance requirement should be no worse than the legacy measurement accuracy requirements.    
Proposal 2: based on RAN1 agreements, the legacy L1 report mapping, i.e. L1 part of Table 10.1.6.1-1 and Table 10.1.6.1-2 in TS38.133 can be reused for the report mapping of predicted L1-RSRP, but some wording update is needed.

	R4-2520488
	Xiaomi
	Observation 1: In legacy, absolute RSRP is only defined for the largest RSRP and relative accuracy is defined for other differential RSRP in the report.
Observation 2: Significant Performance Degradation in Low SNR Groups. The performance degradation is more significant in UE groups with lower maximum SNR.
Observation 3: Higher Stability in High SNR Groups. UE groups with higher maximum SNR (e.g., UE group 1 and UE group 2) show better performance stability under different measurement errors.
Observation 4: The SINR distribution for all UE groups spans a large range, and this distribution can significantly impact the final accuracy performance.

Proposal 1: Only define Absolute RSRP accuracy requirement for Top-1 of predicted beam.
Proposal 2: For relative predicted RSRP accuracy, define unified definition for both BM-case 1 and BM-case 2:

Where  is the largest RSRP across all time instance and beams in the report。 is RSRP of beam index i at time t。 is the true RSRP corresponding to the beam/time of 。Where  is predicted differential RSRP in the report.


	R4-2520544
	Keysight Technologies UK Ltd
	Proposal 1: RAN4 to work on a comparison of simulation results with latest system level simulation assumptions vs system level simulation assumptions considering test system setup implementation restrictions to quantify performance requirements.
Proposal 2: Down select SSB to SSB for performance requirements.
Proposal 3: RAN4 to evaluate whether different UE RX beamforming setting could impact the performances of KPI 1 and KPI 2 and be the root cause of the span among simulations results from different companies. 

	R4-2520616
	Apple
	
RAN4 to adopt a beam prediction accuracy metric based on a RSRP threshold model x = x₀ + Δ, where x₀ is the acceptable performance gap between predicted and genie beams, and Δ accounts for RF-induced uncertainty in RSRP measurements and it should be derived statistically from simulations modeling realistic RF error distributions and correlation across Tx beams.
RAN4 should first determine whether truly scenario-agnostic accuracy requirements are achievable. If not achievable, agree on a scenario list to anchor requirements and conformance tests, starting with BM-Case 1:
· Scenario 1 – Set A ≠ Set B (wide → narrow)
· From SSB beams predict CSI-RS beams
· Inputs:
· (1a) Best-Rx-beam RSRP per Tx (repetition ON)
· (1b) Specific-Rx-beam RSRP per Tx
· (1c) All Rx beams per Tx beam
· Scenario 2 – Set B ⊂ Set A (narrow → narrow )
· Predict CSI-RS from CSI-RS 
· (2a) Best-Rx input (repetition ON)
· (2b) Specific-Rx input
· (1c) All Rx beams per Tx beam 

RAN4 is invited to introduce a controlled-randomness channel method within the agreed feIFF/eIFF OTA setup, by re-weighting the transmit power of existing chamber probes to generate multiple synthetic angular realizations while keeping the physical geometry unchanged. This enables the test setup to emulate statistically diverse channel model. Performance requirements should then be defined based on the worst-case results across (a) this emulated randomized CDL channel and (b) a reference UMa/UMi channel, ensuring robustness under both chamber-based and field-representative conditions


	R4-2521019
	vivo
	Proposal 1: For RRM performance requirements for beam management, RAN4 to consider the following requirements；
· Beam prediction accuracy
· Absolute Predicted RSRP accuracy
· Relative Predicted RSRP accuracy
· Accuracy requirements for performance monitoring(to verify whether the UE correctly reports the number of accurate predictions out of N inference attempts.)
Proposal 2: For beam prediction accuracy and RSRP accuracy, when defining specific performance requirements, it is necessary to determine how many different sets of metric requirements should be defined to accommodate various scenarios. RAN4 to first identify the factors that influence prediction performance, potentially including:
· The number of set B beams, the number of set A beams
· candidate value: 
· With measurements of Set B of beams that of 1/4 of Set A of beams (e.g., 8 for set B, 32 for set A)
· With measurements of Set B of beams that of 1/8 of Set A of beams (e.g., 8 for set B, 64 for set A)
· Beam pattern 
· Consider the beam pattern defined in Table 6 of the existing simulation assumptions [1]
· Prediction scenario: 
· Wide beam to narrow beam (SSB to CSI-RS)
· narrow to narrow (CSI-RS to CSI-RS)
· The value of N
· candidate value: 1,2,3,4
· The value of X
· 0,1,2,3
· Specific values should be determined based on N and simulation results
Proposal 3: For test cases for AI/ML based beam management, RAN4 at least to define RRM test cases for the following requirements:
· Prediction delay requirement

	R4-2521213
	Ericsson
	Proposal 1: Test TCI state switch with predicted known conditions, taking the below into account:
· Cover MAC-CE based active TCI state switch 
· Prediction configuration comprises BM-case 1 and BM-case 2 (SSB->SSB)
Proposal 2: Test TCI state switch with predicted known conditions shall at least include 2 time periods:
· The first period is for measurement for prediction, no transmission of the Set-A beam (the target TCI state) occurs in the time period.
· Upon end of the first period the UE shall receive TCI state switch command and perform TCI state switch. Set-A beam (the target TCI state) shall be transmitted to the UE.
Proposal 3: Test cases shall consider at the least below:
· [bookmark: _Hlk213865629]Test measurement accuracy and reporting delay of L1-RSRP measurements for Prediction.
· Test prediction accuracy based on measurement, and prediction covers the below options with respect to UE capability:
· L1-RSRP prediction 
· Beam ID prediction 

	R4-2521383
	Huawei, HiSilicon
	Observation 1: With Gaussian distribution assumption of baseband measurement error, under different SNRs, the mean values are all close to 0, while the variance increases as the SNR drops.
Proposal 1: The simulation results for different prediction accuracy regarding to KPI 1 is shown in Table 1.
Table 1. Measurement error impact on prediction accuracy regarding to KPI 1
	KPI-1
	Model input w/o measurement error
	Model input w measurement error

	maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB
	x = 1dB
	83.02%
	60.75%

	
	x = 2dB
	92.49%
	72.87%

	
	x = 3dB
	96.29%
	81.84%


Observation 2: The more stringent the KPIs are, the greater the impact of the measurement error on the prediction accuracy will be.
Proposal 2: The simulation results for different prediction accuracy regarding to KPI 2 is shown in Table 2.
Table 2. Measurement error impact on prediction accuracy regarding to KPI 2
	KPI-2
	Model input w/o measurement error
(case 1)
	Model input w measurement error
(case 2b)

	90%-tile L1-RSRP difference between the maximum RSRP of the Top-1/ Top-3/ Top-5 predicted beam(s) and the ground truth L1- RSRP of the genie aided strongest beam
	Avg. 
	CDF_strong_1
	2.547dB
	5.871dB

	
	
	CDF_strong_3
	2.345dB
	5.392dB

	
	
	CDF_strong_5
	2.209dB
	4.893dB

	
	w/o avg.
	CDF_strong_Top1
	2.547dB
	5.871dB

	
	
	CDF_strong_Top2
	2.380dB
	5.492dB

	
	
	CDF_strong_Top3
	2.139dB
	4.781dB

	
	
	CDF_strong_Top4
	2.049dB
	4.445dB

	
	
	CDF_strong_Top5
	1.967dB
	4.044dB

	90%-tile L1-RSRP difference between the predicted L1-RSRP of the Top-1/ Top-3/ Top-5 predicted beam(s) and the ground truth L1-RSRP of the same beams
	Avg.
	CDF_same_Top1
	2.151dB
	7.250dB

	
	
	CDF_same_Top1&2&3
	2.236dB
	7.406dB

	
	
	CDF_same_Top1&2&3&4&5
	2.419dB
	7.444dB

	
	w/o avg.
	CDF_same_Top1
	2.151dB
	7.250dB

	
	
	CDF_same_Top2
	2.200dB
	7.314dB

	
	
	CDF_same_Top3
	2.435dB
	7.702dB

	
	
	CDF_same_Top4
	2.674dB
	7.730dB

	
	
	CDF_same_Top5
	2.689dB
	7.287dB


Observation 3: Regarding RSRP prediction accuracy, measurement errors have a larger impact on the Top 1 predicted beam than on the Top 5th predicted beam.
Proposal 3: RAN4 define requirements with measurement error as model input. 
Proposal 4: RAN4 will not select KPI under which acceptable performance cannot be achieved, including
· the KPI under which the prediction accuracy is less than 80%, e.g, Top K/1 with K<4 without RSRP margin.
· the KPI under which the 90%-tile L1-RSRP difference is larger than 5dB, e.g, maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB with x<3dB.


	R4-2521468
	Nokia
	Proposal 1: RAN4 to consider specification impact for beam id prediction accuracy metric captured in draft CR [R4-2521470]
Observation 1: A relatively higher value of x would risk a much worse AI/ML BM performance in comparison to legacy.
Observation 2: The simulation results are not aligned among different companies for same value of K and x.
Proposal 2:  RAN4 to limit the value of x to a relatively lower value and the value of x should be based on aligned simulation results among different companies.
Proposal 3: RAN4 to reconsider defining beam id prediction accuracy for cases when UE reports more than one beam (i.e. K>1). However, this performance metric should verify the prediction accuracy for more than one predicted beam.
Proposal 4: Similar to legacy, in case of AI/ML BM, absolute and relative L1-RSRP accuracy requirements for predicted L1-RSRP should be applicable to all reported K beams. The value of K can be considered as 4.

	R4-2521470
	Nokia
	Draft CR, Clause 10.1
	Reason for change:
	To define RRM performance requirements agreed for the beam management use case of rel.19 NR of NR Air interface WI

	
	

	Summary of change:
	Change #1: Introduce RS resource prediction accuracy requirements for FR2




	R4-2521547
	ZTECorporation,Sanechips
	Proposal 1: For verification of RSRP prediction accuracy, the following shall be considered:
A. Benchmark: Set B equals to Set A, legacy accuracy requirements shall be at least maintained.
B. Verification: Set B beam is smaller than Set A beams, legacy accuracy requirements shall be at least maintained.
Observation 1: For beam ID prediction accuracy requirements, it highly depends on the values of K, N and x.
Proposal 2: RAN4 shall wait for the discussion in core part and then discuss how to define the accuracy requirements for beam ID prediction accuracy.
Proposal 3: RAN4 shall verify whether UE could predict the Tx beam and report results to network within defined prediction reporting delay.

	R4-2522154
	Qualcomm Incorporated
	Observation 1: RAN4 is currently focusing on system level channel, e.g., dense urban macro, to simulate and investigate the performance of spatial only beam prediction.
Observation 2: AI-ML beam prediction requirement defined based on system level channel is more realistic for field deployment.
Observation 3: RAN4 has not calibrated system level channel for FR2 OTA testing
Observation 4: RAN4 has defined multi AoA based RRM testing setup as baseline for AI-ML BM OTA. Companies are invited to bring analysis on what simplified spatial channel model can be emulated in this test setup.
Observation 5: RAN4 has requested companies to bring analysis regarding how CDL channels can be simplified to emulate the channels in the enhanced IFF chamber.
Observation 6: Baseband error at different SNRs can be modelled with Gaussian distribution. For example, at -3 dB SNR, the distribution of absolute baseband measurement error can be fitted with following Gaussian distributions:
· AWGN: Gaussian with zero mean and sigma = 0.6 dB
· TDL-C: Gaussian with mean = -0.12 dB and sigma = 0.85 dB

Observation 7: Table 4 contains the results of “narrow” to “narrow” beam prediction scenario.
Table 4: Results of AI-ML based “spatial only” beam prediction (“narrow” to “narrow” scenario) 
	Metrics
	Training and testing without measurement error
	Training and testing dataset, along with ground truth for training and testing, with measurement error


	L1-RSRP absolute accuracy of top-1 predicted beam (dB)
	+- 3.03
	+- 4.67

	Top K/1 without margin (%)
	K = 1
	83.76
	72.88

	Top 1/1 with margin of X dB (%)
	X = 1
	91.3
	82.34

	
	X = 3
	95.69
	92.29

	
	X = 5
	97.31
	95.84



Observation 8: Table 5 contains the results of “wide” to “narrow” beam prediction scenario.
Table 5: Results of AI-ML based “spatial only” beam prediction (“wide” to “narrow” scenario)
	Metrics
	Training and testing without measurement error
	Training and testing dataset, along with ground truth for training and testing, with measurement error


	L1-RSRP absolute accuracy of top-1 predicted beam (dB)
	+- 1.71
	+- 3.3

	Top K/1 without margin (%)
	K = 1
	90.1
	72.6

	Top 1/1 with margin of X dB (%)
	X = 1
	96.26
	82

	
	X = 3
	98.3
	93.2

	
	X = 5
	98.8
	97.3




Proposal 1: Accuracy of AI-ML BM-case 1 is defined based on the worst-case performance of two test dataset where datasets come from following two scenarios:
· Dense urban macro 
· Note: This is currently under consideration and captured in the recently agreed simulation assumption of R4-2508081
· The CDL channel that gets defined to test AI-ML BM OTA




Open issues summary
Previous agreements on the definition of core requirements are listed below:
R4-2505105 – RAN4#114
Issue 2-1: Metrics/KPIs for beam ID prediction
Agreement:
· Metrics/KPIs for beam ID prediction, at least for the case if only beam ID is reported: 
The successful rate for the correct prediction, 
· The correct prediction is considered as maximum ground-truth RSRP among top-K predicted beams larger than or equal to the ground-truth RSRP of the strongest genie-aided beam(s) – x dB, 
· FFS on top-N (N</=K) predicted beams have to be considered in the success rate evaluation
· FFS on N values
· FFS on x values
Note: if x=0 and N=1, it means Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"

Issue 2-2: Absolute RSRP accuracy 
Agreement:
· Absolute RSRP accuracy requirement applies to Top-1 of predicted beams at least
· FFS whether to apply to other beams

Issue 2-3: Relative RSRP accuracy 
Agreement:
· RAN4 to use the follow as baseline for further discussions, if the relative RSRP accuracy requirement is defined
· Relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i - reported L1-RSRP of beam index n) -  (ground truth of L1-RSRP of beam index i - ground truth of L1-RSRP of beam index n), [where the beam index n owns the largest reported value].
· Reported L1-RSRP can be predicted, 
· FFS whether reported L1-RSRP can be measured RSRP
· Relative RSRP accuracy requirements apply for Case 1, and FFS on whether it can apply for Case 2
R4-2511890 – RAN4#116
Issue 2-9: Metrics/KPIs for beam ID prediction
Agreement:
· If RSRP prediction is reported, absolute/relative RSRP requirements applies to 
·  reported beams where SNR side condition is met
· The exact RSRP reporting including both absolute and relative will be defined in RAN1
· The related test can only apply to the top-K, where the value of K is FFS, beams. 
· The legacy beam management test and parameters can be taken as the reference to decide the exact value of K
· The feasibility of the test will be further discussed and decided. 

R4-2514631 – RAN4#116bis
Issue 2-6: KPIs for prediction
Agreement:
· Regarding the metric for beam ID only prediction, where top-K predicted beam(s) are reported, RAN4 only specifies the requirements for the following scenario(s):
· K=1 
· In this case, the ground truth RSRP of the predicted beam is larger than or equal to the ground-truth RSRP of the strongest genie-aided beam(s) – x dB

Issue 2-8: Test system setup
Agreement:
A multi-AoA IFF based test setup with 4 active cross-polarized probes placed in the single plane (xz plane). The relative angular separation between neighboring probes is 30º, 60º, and 60º, respectively. 

Issue 2-9: Simplified Channel models 
Agreement:
RAN4 will further discuss the simplified Uma and UMi channel model by taking the following aspects into consideration
· Commercial test system limitation, including the number of probes and the separation
· Model simplification should not result in inference performance degradation beyond the margin when the training is done based on the original models.
· The margin can be discussed and decided further. 
· Other aspects are not precluded. 
Issue 2-1: Measurement period for inference – case 2
Agreement:
Measurement period for inference – case 2
[bookmark: _Hlk213856449]K(number of samples)*[M]*N*P
K as defined by RAN1 

Issue 2-2: Reporting delay 
Agreement for reporting delay:
Reuse d’ as to be agreed by RAN1
d’ to be added to the measurement period to reflect the extra time needed by the UE to perform inference
Depending on the RAN1 specifications, d’ shall not be double counted in the overall delay for periodic, aperiodic or semi-persistent reporting
Final specifications to be agreed after RAN1 includes d’ in the specs

Issue 2-3: Reporting delay requirements for monitoring
Agreement:
Do not define any explicit requirements for reporting delay of RS-PAI performance monitoring metric. 

Issue 2-4: Draft CRs 
CR drafting:
Introduce a new suffix for beam prediction requirements – X (applicable for all new requirements related to beam prediction)
For TCI state switching, introduce a new clause 8.10.2X replicating the known TCI state condition clause for the beam prediction use case
For L1-RSRP, introduce requirements also for SSB to SSB prediction for case 1 and case 2, reuse the same requirements as CSI-RS as applicable (for example only periodic resources)
	Introduce new clause on L1-RSRP measurements for prediction 9.5X, include SSB based prediction and CSI-RS based prediction as different subclauses

For performance requirements (including test cases), consider separately SSB to SSB, SSB to CSI-RS and CSI-RS to CSI-RS prediction cases, including downselecting to even a single case.


The open issues were grouped in the following sub-topics for further discussion:

1. Measurement period for inference for case 2 (value of M)
2. TCI state switching clarifications
3. CR for core requirements 
4. Relative RSRP definition
5. Simulation results and next steps
6. Definition/value of x in the beam ID prediction metric
7. Channel model simplification
8. Channel quality/performance evaluation
9. Testing cases/scenarios

Sub-topic 2-1
Measurement period for inference – case 2
Requirements for case 2 were agreed in the last meeting as K(number of samples)*[M]*N*P (K as defined by RAN1). M should be finalized in this meeting to be included in the final CR
Issue 2-1: Measurement period for inference – case 2
· Proposals
· Option 1: M=1
· Option 2: It is proposed to define the number of consecutive occasions for BM-case 2 as max(M, K_BM)
· Option 3 Others
· Recommended WF
· To be discussed


Sub-topic 2-2
TCI State Switching Clarifications
 There are some proposals to further clarify the TCI state switching requirements related to predicted beams.
Issue 2-2: TCI State Switching Clarifications 
· Proposals
· Option 1:
·  RAN4 to confirm that the statement ‘TCI state remains detectable’ does not mean that the RS in the target TCI must be transmitted. 
· Option 2: RAN4 to confirm that in the statement ‘The TCI state remains detectable during the TCI state switching period, ‘detectable’ may be ‘predictable’ (predicted?)
· What is the definition of predictable?
· Option 3: Others
· Recommended WF
· Agree Option 1 – means side condition for detectable is met throughout the time period
· Further discuss Option 2 and whether any clarification is needed


Sub-topic 2-3
CR for Core Requirements
A draft CR for Core requirements was endorsed in the previous meetings. It was resubmitted in R4-2521023. There are also other CRs with some changes/clarifications in R4-2521212 and R4-2521469. It should be discussed whether any further changes are needed to the endorsed CR.
Issue 2-3: CR for Core Requirements
· Proposals
· Option 1: Discuss draft CRs and corrections to the endorsed CR
· Recommended WF
· Final CR for core requirements should be agreed in this meeting

Sub-topic 2-4
Relative RSRP accuracy 
Relative RSRP accuracy has been discussed for a few meetings without any clear agreement
Issue 2-4: Relative RSRP accuracy 
· Proposals
· Option 1: beam index n owns the largest reported value
· for BM case 1, it is proposed that 
· The relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i - predicted L1-RSRP of beam index n) - (ground truth of L1-RSRP of beam index i - ground truth of L1-RSRP of beam index n), [where the beam index n owns the largest reported value]
· for BM case 2, it is proposed that 
· The relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i for time instance m - predicted L1-RSRP of beam index n) - (ground truth of L1-RSRP of beam index i for time instance m - ground truth of L1-RSRP of beam index n), where the beam index n owns the largest reported value among all the predicted beams. 1<=m<=M where M is the number of time instance	
· Option 2: 
· Case 1
· Relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i – reported predicted L1-RSRP of beam index n) -  (ground truth of L1-RSRP of beam index i - ground truth of L1-RSRP of beam index n), [where the beam index n owns the largest reported value].
· Reported L1-RSRP can be predicted, 
· FFS whether reported L1-RSRP can be measured RSRP
· Case 2: 
· apply proposal 1 to case 2 where predicted and ground truth L1-RSRP of both beam index i and n correspond to the same time instance. In other words, define relative L1-RSRP accuracy in the following way for case 2: 
· Relative RSRP accuracy for reported beams during inference reporting = (predicted L1-RSRP of beam index i at time instance t –  predicted L1-RSRP of beam index n at time instance t) -  (ground truth of L1-RSRP of beam index i  at time instance t- ground truth of L1-RSRP of beam index n at time instance t), where the beam index n owns the largest reported value at time instance t.
· Option 3: 
· Merge case 1 and case 2 as:
· 
·  is the largest RSRP across all time instance and beams in the report。 is RSRP of beam index i at time t。 is the true RSRP corresponding to the beam/time of 。Where  is predicted differential RSRP in the report.
· Option 4: others
· Recommended WF
· Option 2 

Sub-topic 2-5
Simulation results
Issue 2-5:	Simulation results
· Proposals
· Option 1: Discuss the simulation results based on summary
· Simulation results
· Refinement of simulation assumptions (e.g. error modelling, etc)
· Recommended WF
· To be discussed

Sub-topic 2-6
Definition/value of x in the beam ID prediction metric
It was agreed that the requirement for beam ID prediction would only apply to the top beam reported in the previous meeting. The KPI comes with the factor x as margin for prediction of the best beam relative to best ground truth beam.
· Regarding the metric for beam ID only prediction, where top-K predicted beam(s) are reported, RAN4 only specifies the requirements for the following scenario(s):
· K=1 
· In this case, the ground truth RSRP of the predicted beam is larger than or equal to the ground-truth RSRP of the strongest genie-aided beam(s) – x dB

Issue 2-6: Value of x
· Proposals
· Option 1: [1]
· Option 2: [2]
· Option 3: [3]]
· Option 4: perform further simulations to decide the value of x
· Recommended WF
· To be discussed

Sub-topic 2-7
Test system channel model
In previous meetings it was agreed that simplified CDL model will be used with further details on the simplification methodology being still open. 
Issue 2-7: Channel model simplification
· Proposals
· Option 1: cluster reduction through applying a spatial filter:
· The CDL-C UMi models, as agreed in the WF, are omnidirectional, meaning the 24 clusters are distributed across the entire channel environment around the gNB and UE. Since we are using beams, the SSB/CSI-RS from the gNB will only interact with clusters in certain directions. Therefore, we propose to retain all 24 clusters and not remove any of them.
· 2. Next, we can generate or simulate the SSB beams, starting with 32 beams as agreed. Each SSB beam has a beamwidth of only 11.25°, meaning it will interact with only a small subset of the clusters in the CDL-C UMi model, which is significantly fewer than all 24 clusters. The SSB then propagates to the UE and is received according to the UE’s power angular spectrum (Rx-PAS). Based on this, we can determine which clusters contribute for a given SSB or test case in the CDL-C model, using those clusters while ignoring the others.
· 3. At this step, we can also check whether the power of the clusters contributing to the UE’s Rx-PAS is too weak. If so, these clusters can be ignored as well.
· 4. When creating the Rx-PAS in the anechoic chamber, we can simulate or emulate only the clusters that interact with the SSB beam, while also applying the condition that the cluster power is not too weak. Consequently, the number of clusters that need to be generated by the probes in the chamber for each test case is much fewer than 24.
· Option 2: Simplification based on weak clusters
· Consider the channel models described in Table 2 (Option A/B) and Table 3 (Option C) as candidates for CDL-based simplified channel models for multi-AoA testing of AI/ML BM.
· Table 2 – Channel model parameters for UMi CDL-C at 28 GHz with flat ZoA
	Cluster #
	Absolute Delay [ns]
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	0
	-7.4318
	-30.4353
	-134.4434
	98.9242
	74.51134

	2
	12.594
	-1.2500
	-20.9269
	129.1633
	99.1915
	74.51134

	5
	13.056
	-5.5318
	-28.0782
	-152.8206
	99.5732
	74.51134

	6
	38.196
	0.0000
	-11.6982
	164.1145
	99.306
	74.51134

	13
	73.71
	-8.1318
	-33.911
	93.1719
	100.165
	74.51134

	14
	78.498
	-9.8318
	-37.5066
	-112.0441
	100.2604
	74.51134

	Per-Cluster Parameters

	Parameter
	CASD in [°]
	CASA in [°]
	CZSD in [°]
	CZSA in [°]
	XPR in [dB]
	

	Value
	0.799
	10.4021
	0.5726
	0
	7
	


· Table 3 – Channel model parameters for UMi CDL-C at 28 GHz
 with AoA aligned to probe layout and no intra-cluster angle spread
	Cluster #
	Absolute Delay [ns]
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	0
	-7.4318
	-30.4353
	-114.436
	98.9242
	74.51134

	2
	12.594
	-1.2500
	-20.9269
	125.5639
	99.1915
	74.51134

	5
	13.056
	-5.5318
	-28.0782
	-174.436
	99.5732
	74.51134

	6
	38.196
	0.0000
	-11.6982
	-174.436
	99.306
	74.51134

	13
	73.71
	-8.1318
	-33.911
	95.5639
	100.165
	74.51134

	14
	78.498
	-9.8318
	-37.5066
	-114.436
	100.2604
	74.51134

	Per-Cluster Parameters

	Parameter
	CASD in [°]
	CASA in [°]
	CZSD in [°]
	CZSA in [°]
	XPR in [dB]
	

	Value
	0.799
	0
	0.5726
	0
	7
	



· Option 3: others
· Recommended WF
· Option 2

Sub-topic 2-8
[bookmark: _Hlk213865776]Channel quality/performance evaluation
Issue 2-8:	Channel quality/performance evaluation
· Proposals
· Option 1: The metric to estimate the “goodness” of a simplified CDL channel model may be represented by the below steps:
· Step 1: Test (inference) with the reference CDL channel.
· Step 2: Test (inference) with the simplified CDL channel.
· Step 3: The prediction difference between the results of the two tests in the above steps is less than a threshold with [95] percentile.
· Use same training data (based on reference CDL?) and model
· Option 2: others
· Recommended WF
· To be discussed
Discuss details of the simulation to perform if this evaluation is agreed

Sub-topic 2-9
Test cases/scenarios
RAN4 will have to define some tests for performance, what tests are to be defined is yet to be discussed.
Issue 2-9:	Test cases/scenarios
· Proposals
· Option 1: Tests:
·  TCI state switch with predicted known conditions
· Test measurement accuracy and reporting delay of L1-RSRP measurements for Prediction.
· Test prediction accuracy based on measurement, and prediction covers the below options with respect to UE capability:
· L1-RSRP prediction 
· Beam ID prediction
· Option 2: others
· Recommended WF
· Option 1



Topic #3: RRM core requirement and testing framework for Positioning accuracy enhancement
This section contains the sub-topics regarding specific issues for positioning 
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2520615
	Apple
	Proposal 1: RAN4 is invited to introduce a predictor validity monitoring requirement for case 1, ensuring that the UE periodically confirms that AI/ML-based positioning outputs remain within a defined confidence or residual error bound, and triggers fallback to legacy positioning when the bound is violated.
Proposal 2: RAN4 is invited to define the mapping, granularity, quantization, and reporting range for additional samples, and to decide whether phase information should be included and, if so, its representation. Completing these specifications will prevent vendor-specific behaviors, ensure interoperability, and support robust LMF-side model performance

	R4-2521018
	vivo
	Proposal 1: No performance monitoring delay requirements are specified in RAN4 for AI/ML based positioning.


	R4-2521202
	Ericsson
	Observation 1: AI/ML positioning case 1 is supported by UE in RRC_CONNECTED mode only.
Proposal 1: Define core requirement for AI/ML positioning case 1 only for RRC_CONNECTED mode. PRS measurement with measurement gap, without measurement gap, and aggregation of PRS resources from multiple PFLs in RRC_CONNECTED mode are within the scope.
Observation 2: There is no overlap in terms of UE PRS processing capability between non-AI/ML and AI/ML based methods.
Observation 3: Supported number of samples for PRS measurement is not reported by UE to LMF.
Observation 4: Supported number of Rx beam sweeping factor for PRS measurement is not reported by UE to LMF. 
Observation 5: Supported number of Rx TEGs for PRS measurement is not reported by UE to LMF. 
[bookmark: _Hlk213782723]Proposal 2: Nsample = 4 is considered in the measurement period requirement for AI/ML positioning case 1.
[bookmark: _Hlk213782743]Proposal 3: NRxBeam = 1 in FR1 and NRxBeam = 8 in FR2 is considered in the measurement period requirement for AI/ML positioning case 1.
Proposal 4: Impact of number of Rx TEGs on the measurement period requirement is not considered for AI/ML positioning case 1.
Proposal 5: RAN4 to define one inference delay value that is applicable to AI/ML positioning case 1 when UE performs PRS measurement within measurement gap, outside of the measurement gap and within PPW, and when UE performs measurement by aggregating PRS resources in multiple PFLs.

	R4-2521203
	Ericsson
	Draft CR
	Reason for change:
	To implement core requirement for DL AI/ML positioning method in RRC_CONNECTED mode.

	
	

	Summary of change:
	New Chapter 9.9E comprising of Clauses for introduction, general aspects relating to gap-based measurement, general aspects relating to gapless measurement, scheduling availability relating to gapless measurement, measurement delay requirement with measurement gaps, measurement delay requirement without measurement gaps, and measurement delay requirement with bandwidth aggregation are introduced.

	
	

	Consequences if not approved:
	Core requirement for DL AI/ML positioning method remains undefined.

	
	

	Clauses affected:
	New clauses:
· 9.9E	Reporting Delay Requirements for DL AI/ML Positioning
· 9.9E.1	Introduction
· 9.9E.2	General Aspects Relating to Gap-based Measurement
· 9.9E.3	General Aspects Relating to Gapless Measurement
· 9.9E.4	Scheduling Availability Relating to Gapless Measurement
· 9.9E.5	Measurement Delay Requirement with Measurement Gaps
· 9.9E.6	Measurement Delay Requirement without Measurement Gaps
· 9.9E.7	Measurement Delay Requirement with Bandwidth Aggregation




	R4-2521382
	Huawei, HiSilicon
	Proposal 1: RAN4 to discuss requirements for LCM procedure especially performance monitoring for AI/ML positioning, based on RAN1 conclusion on performance monitoring schemes and also RAN4 conclusion on the requirements for inference.

	R4-2521899
	Nokia
	Case 1
1. There are four exceptions defined in the legacy RSTD reporting delay clause that apply when deriving measurement delay from the measurement period. Since RAN4 agreed to reuse clause 4.5.2 for RRC_IDLE and clause 5.6.2 for RRC_INACTIVE, these exceptions are also applicable to AI/ML positioning case 1.
1. Reusing clauses 4.5.2 and 5.6.2 enables AI/ML positioning to inherit all legacy features including sample count and beam sweeping.
RAN4 to discuss whether to allow the full range of N_sample values (1 to 4), or to restrict N_sample to 1 or 2 for delay reduction in AI/ML positioning.

	R4-2521901
	Nokia
	Draft CR, Clause 4.X
	Reason for change:
	· To add positioning reporting delay requirement in RRC_IDLE state.
· The agreement in ad-hoc session (R4-25011891) are applied in this CR.
Issue 3-1: Reporting Delay Requirements for case 1
Agreement:
Take the framework of the existing reporting delay requirements
· Reporting delay includes measurement delay, inference delay and the time needed until the UE send the report
· Check until next meeting on the number of samples needed for the measurements

· The agreements in ad-hoc session (R4-2514632) are applied in this draftCR. 
Issue 3-1: Requirements for case 1
To be clarified in the requirements:
· Request location information message should refer to “case 1” positiniong
· Reuse the legacy RSTD measurement delay for all the cases (with gap, w/o gap, PRS aggregation)
· Beam sweeping factor for FR2 including sweeping reduction factor
· Take the legacy values
· Rx TEG: check on signaling, take the legacy(used in RSTD measurements) approach if it is signaled
· Cover all RRC states
CR structure:
· Introduce new clause for AI/ML based positioning case 1
· Reference existing requirements wherever they are reused to avoid duplicating the same requirement
Introduce requirements for each RRC state in the corresponding clauses:
Draft for RRC idle: Nokia
Draft for RRC connected: E///
Draft for RRC inactive: Nokia

	
	

	Summary of change:
	· New clauses for positioning reporting delay requirements are introduced in RRC_IDLE states.
· Change 1 addresses the delay requirement in RRC_IDLE. 
· Case 1 is initiated when NR-DL-AIML-RequestLocationInformation message from LMF via LPP.
· Positioning reporting delay includes three components: measurement delay, inference delay and the time needed until the UE sends the report. 
· No gap is configurable in RRC_IDLE. Meausrement period in this clause is not impacted by a gap.
· Measurement period follows either cluase 4.5.2.4 ‘measurement period requirements’ or clause 4.5.2.5 ‘measurement period requirement with bandwidth aggregation.’






	R4-2521902
	Nokia
	Draft CR


	Reason for change:
	· To add positioning reporting delay requirement in RRC_INACTIVE state.
· The agreement in ad-hoc session (R4-25011891) are applied in this CR.
Issue 3-1: Reporting Delay Requirements for case 1
Agreement:
Take the framework of the existing reporting delay requirements
· Reporting delay includes measurement delay, inference delay and the time needed until the UE send the report
· Check until next meeting on the number of samples needed for the measurements

· The agreements in ad-hoc session (R4-2514632) are applied in this draftCR. 
Issue 3-1: Requirements for case 1
To be clarified in the requirements:
· Request location information message should refer to “case 1” positiniong
· Reuse the legacy RSTD measurement delay for all the cases (with gap, w/o gap, PRS aggregation)
· Beam sweeping factor for FR2 including sweeping reduction factor
· Take the legacy values
· Rx TEG: check on signaling, take the legacy(used in RSTD measurements) approach if it is signaled
· Cover all RRC states
CR structure:
· Introduce new clause for AI/ML based positioning case 1
· Reference existing requirements wherever they are reused to avoid duplicating the same requirement
Introduce requirements for each RRC state in the corresponding clauses:
Draft for RRC idle: Nokia
Draft for RRC connected: E///
Draft for RRC inactive: Nokia

	
	

	Summary of change:
	· New clauses for positioning reporting delay requirements are introduced in RRC_INACTIVE state.
· Change 1 addresses the delay requirement in RRC_INACTIVE.
· Case 1 is initiated when NR-DL-AIML-RequestLocationInformation message from LMF via LPP.
· Positioning reporting delay includes three components: measurement delay, inference delay and the time needed until the UE sends the report. 
· No gap is configurable in RRC_INACTIVE. Meausrement period in this clause is not impacted by a gap.
· Measurement period follows either cluase 5.6.2.5 ‘measurement period requirements’ or clause 5.6.2.6 ‘measurement period requirement with bandwidth aggregation.’ 

	
	

	Consequences if not approved:
	· Positioning reporting delay is not properly defined in RRC_INACTIVE state.

	
	

	Clauses affected:
	New clauses: 5.X





	R4-2522157
	Qualcomm Incorporated
	Observation 1: UE has two options to infer its co-ordinates based on the channel impulse response obtained from TRPs across different PFLs. 
· Option 1: UE can run inference based on aggregated channel response of TRPs across all PFLs and derive one estimate of its co-ordinate.
· Option 2: UE runs inference separately based on channel response of TRPs in each PFL and estimates its co-ordinate separately for each PFL. UE post-processes the estimated co-ordinates of different PFLs to derive one estimate of its location.
Observation 2: Running inference based on aggregated channel response of TRPs across all PFLs requires UE to use a large and more complex AI-ML model.
Observation 3: Running inference based on aggregated channel response of TRPs across all PFLs requires UE to decide inference based on the worst-case assumption that the maximum number of PFLs has been configured. This will increase total delay unnecessarily when the actual number of configured PFLs is smaller than the maximum possible value.
Observation 4: UEs may experience different number of TRPs in different deployment scenarios. Required inference time to process the channel response of the TRPs will also vary across deployment scenarios.
Observation 5: UE’s reported co-ordinates can be used for different quality of services, the required response time can vary significantly among these services, ranging from milliseconds to hundreds of seconds.
Observation 6: The activation of AI-ML based positioning case 1 and other Rel-19 AI-ML features (AI-ML based beam/CSI prediction) are controlled by LMF and gNB respectively. It is possible that UE may be configured to run AI-ML based beam or CSI prediction concurrently with AI-ML based positioning case 1.
Observation 7: The inference timeline of AI-ML positioning case 1 should be large enough to accommodate the field deployment scenario where UE may get configured to infer for beam and/or CSI prediction while it is inferring its co-ordinates for positioning case 1
Observation 8: Legacy RSTD measurement delay framework contained parameters that are associated with three legacy NR UE capabilities: 1) Support of reduced measurement samples, 2) Support of lower Rx beam sweeping factor in FR2, 3) RX timing error group. These capabilities have not yet been introduced for AI-ML positioning case 1.
Observation 9: In the absence of UE capabilities, RAN4 would have to assume the maximum possible values for the required number of measurement samples, FR2 RX beam sweeping factor and Rx-TEG in the measurement delay framework of AI-ML case 1.
· Note: The required number of measurement samples, FR2 RX beam sweeping factor and RX timing error group would have to be assumed as 4, 8 and 8 respectively
Proposal 1: RAN4 introduces inference time per configured positioning frequency layer in the reporting delay framework of AI-ML positioning case 1.
Proposal 2: RAN4 introduces following UE capability for inference time per positioning frequency layer in case 1.
	Features
	Index
	Feature group
	Components
	Prerequisite feature groups
	Need of FDD/TDD differentiation
	Need of FR1/FR2 differentiation
	Note
	Mandatory/Optional

	NR_pos_AIML
	58-x-x
	Inference time per positioning frequency layer for AI-ML positioning case 1
	The maximum required inference time per configured positioning frequency layer for AI-ML positioning case 1
	58-x-x


	n/a
	n/a
	
Candidate values: {3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 30, 35, 40, 45, 50} ms
	Optional with capability signaling



Proposal 3: RAN4 AI-ML based positioning tests should avoid concurrent configuration of AI-ML based positioning and other spec defined AI-ML features (e.g., beam prediction, CSI prediction, etc.)
Proposal 4: RAN4 introduces UE capabilities for measurement sample, RX beam sweeping factor and Rx-TEG for AI-ML case 1 positioning. 
	Features
	Index
	Feature group
	Components
	Prerequisite feature groups
	Need of FDD/TDD differentiation
	Need of FR1/FR2 differentiation
	Note
	Mandatory/Optional

	NR_pos_AIML
	58-x-x
	PRS measurement for reduced sample for AI-ML positioning case 1
	The capability to support reporting UE co-ordinate based on measuring on 1 or 2 samples of a DL PRS resource set in AI-ML positioning case 1
	58-x-x
	n/a
	n/a
	Need for location server to know if the feature is supported
	Optional with capability signaling

	NR_pos_AIML
	58-x-x
	Support of lower RX beam sweeping factor for AI-ML positioning case 1
	1. Support of the lower RX beam sweeping factor than 8 for FR2 in AI-ML positioning case 1

2. Number of RX beam sweeping factor in AI-ML positioning case 1
	58-x-x
	n/a
	n/a
	Component 2: candidate values {1, 2, 4, 6}

Need for location server to know if the feature is supported
	Optional with capability signaling

	NR_pos_AIML
	58-x-x
	UE-RxTEGs for AI-ML positioning case 1
	1. Support of UE-RxTEGs for UE-based AI-ML positioning case 1
2. The maximum number of UE-RxTEG, which is supported and reported by UE for UE-based AI-ML positioning case 1
	58-x-x


	n/a
	n/a
	
Component 2 candidate values: {1, 2, 3, 4, 6, 8}


Need for location server to know if the feature is supported
	Optional with capability signaling





	R4-2520617
	Apple
	Proposal 1: For AI/ML positioning Case 1 performance monitoring, RAN4 should define delay requirements for at least Option A-1, covering:
· Maximum delay for ground truth label delivery from LMF to target UE
· Maximum delay for monitoring metric calculation at the target UE
· Maximum delay for monitoring outcome signaling from target UE to LMF


	R4-2521015
	vivo
	Proposal 1: The existing RSTD measurement delay test cases in clause A.6.6.12.1 for FR1 and in clause A.7.6.9.1 for FR2 are used as baseline in terms of test configuration for AI/ML based positioning case 1. 
Proposal 2: The test requirement is to only verify reporting delay and no accuracy needs to be verified. 

	R4-2521204
	Ericsson
	Proposal 1: 4 cell setup is considered for testing UE-based positioning case 1 reporting delay requirement in FR1 and FR2.

Proposal 2: To define the test case for UE-based positioning case 1 in FR1, test configurations in Table A.6.6.12.1.1-1, general test parameters in Table A.6.6.12.1.1-2, and cell specific test parameters in Table A.6.6.12.1.1-3, for NR RSTD measurement reporting delay test case for single positioning frequency layer in FR1 SA in the existing specification is reused as a baseline keeping the following aspects in mind:
· configuration that are not relevant for UE-based positioning case 1 in Table A.6.6.12.1.1-2 and Table A.6.6.12.1.1-3 shall be removed.
· depending on the signalling designed by RAN2, new parameters (not existing in A.6.6.12.1.1-2 and Table A.6.6.12.1.1-3) may need to be considered.

Proposal 3: To define the test case for UE-based positioning case 1 in FR2, test configurations in Table A.7.6.9.1.1-1, general test parameters in Table A.7.6.9.1.1-2, and cell specific test parameters in Table A.7.6.9.1-3, for NR RSTD measurement reporting delay test case for single positioning frequency layer in FR1 SA in the existing specification is reused as a baseline keeping the following aspects in mind:
· configuration that are not relevant for UE-based positioning case 1 in Table A.7.6.9.1.1-2 and Table A.7.6.9.1.1-3 shall be removed.
· depending on the signalling designed by RAN2, new parameters (not existing in A.7.6.9.1.1-2 and Table A.7.6.9.1.1-3) may need to be considered.

Proposal 4: FR1 testing for UE-based positioning case 1 reporting delay requirement is done under TDL-A propagation condition.

Proposal 5: FR2 testing for UE-based positioning case 1 reporting delay requirement is done under TDL-C propagation condition.



	R4-2521205
	Ericsson
	Draft CR, Clauses 3.3, 13.1, 13.2, 13.x, 13.X1
13.X for UL SRS-TDCT measurement report mapping. 
13.X1 for UL SRS-TDCP measurement report mapping.
	Reason for change:
	· To update list of acronyms in Chapter 3.3 with the expanded forms of UL SRS-TDCT and UL SRS-TDCP measurements.
· To implement report mapping and accuracy requirement for AI/ML based positioning use case 3a.
· To implement new clauses for report mapping for UL SRS-TDCT and UL SRS-TDCP measurements for AI/ML based positioning use case 3b.

	
	

	Summary of change:
	· List of acronyms in Chapter 3.3 is updated with the expanded forms of UL SRS-TDCT and UL SRS-TDCP measurements.
· Changes to existing Chapters 13.1 and 13.2 to implement report mapping for UL-RTOA and implement report mapping and accuracy requirement for gNB Rx-Tx time difference measurements for AI/ML based positioning use case 3a.
· New clauses for report mapping for UL SRS-TDCT and UL SRS-TDCP measurements are introduced AI/ML based positioning use case 3b.

	
	

	Consequences if not approved:
	· List of acronyms in chapter 3.3 is incomplete.
· Report mapping for UL-RTOA and report mapping and accuracy requirement for gNB Rx-Tx time difference measurements for AI/ML based positioning use case 3a remain undefined.
· Report mappings for UL SRS-TDCT and UL SRS-TDCP measurements for AI/ML based positioning use case 3b remain undefined.





	R4-2521384
	Huawei, HiSilicon
	Proposal 1: For Case 3b, reuse the legacy requirement for reporting of timing information or timing and power information from gNB to LMF. 
Proposal 2: For Case 3a, RAN4 to discuss whether to reuse the legacy requirement for reporting of timing information from gNB to LMF, if there is no explicit indicator introduced to distinguish whether the timing information is obtained by legacy method or by Rel-19 AI/ML. 
Proposal 3: RAN4 to discuss the requirement for Rel-19 AI/ML based timing information reporting if introduced by other WGs. 
Proposal 4: RAN4 to discuss requirements for LCM procedure especially performance monitoring for AI/ML positioning, based on RAN1 conclusion on performance monitoring schemes and also RAN4 conclusion on the requirements for inference.

	R4-2521548
	ZTECorporation,Sanechips
	Proposal 1: The existing test cases for RSTD requirements could be reused as starting point for case 1 UE-based positioning prediction.



Open issues summary
Agreements from previous meeting in R4-2514631
Issue 3-1: Requirements for case 1
To be clarified in the requirements:
· Request location information message should refer to “case 1” positiniong
· Reuse the legacy RSTD measurement delay for all the cases (with gap, w/o gap, PRS aggregation)
· Beam sweeping factor for FR2 including sweeping reduction factor
· Take the legacy values
· Rx TEG: check on signaling, take the legacy(used in RSTD measurements) approach if it is signaled
· Cover all RRC states
CR structure:
· Introduce new clause for AI/ML based positioning case 1
· Reference existing requirements wherever they are reused to avoid duplicating the same requirement
Introduce requirements for each RRC state in the corresponding clauses:
Draft for RRC idle: Nokia
Draft for RRC connected: E///
Draft for RRC inactive: Nokia

Issue 3-2: CR for case 3a/3b 
Agreement:
Clause 13.2(Rx-Tx reporting) from R4-2513670 (CMCC) to be merged into R4-2514119 (Ericsson).
CMCC to further check until end of this meeting on other clauses
E/// to provide final CR in RAN4#117
Issue 3-3: Testing for case 1
Agreement: 
Introduce “case 1” tests only for reporting delay, one for FR1 and one for FR2
· Only connected mode
· Only reporting delay to be tested
· Only for the case with gaps

The open issues were grouped in the following sub-topics for further discussion:
1. CR for case 1 for RRC idle
2. [bookmark: _Hlk213782465]CR for case 1 for RRC connected
3. CR for case 1 for RRC inactive
4. CR for case 3a/3b
5. UE capability for inference time per frequency layer
6. UE capabilities for positioning
7. Testing for case 1


Sub-topic 3-1
CR for case 1 for RRC idle 
Draft CR was submitted by Nokia in R4-2521901, some details can be found in R4-2521899
Issue 3-1: CR case 1 for RRC idle
Proposals
· Option 1: the same exceptions as for legacy RSTD reporting delay shall apply
· N samples can take full range 1 to 4
· Option 2: others
· Recommended WF
· Option 1
Companies to also provide any other comments to the draft CR
Sub-topic 3-2
CR for case 1 for RRC connected
Draft CR was submitted by Ericsson in R4-2521203, some details can be found in R4-2521202
Issue 3-2: CR for case 1 for RRC connected 
Proposals
· Option 1: 
· PRS measurement with measurement gap, without measurement gap, and aggregation of PRS resources from multiple PFLs
· Nsample = 4 is considered in the measurement period requirement for AI/ML positioning case 1.
· NRxBeam = 1 in FR1 and NRxBeam = 8 in FR2 is considered in the measurement period requirement 
· Impact of number of Rx TEGs on the measurement period requirement is not considered 
· RAN4 to define one inference delay value that is applicable to AI/ML positioning case 1 when UE performs PRS measurement within measurement gap, outside of the measurement gap and within PPW, and when UE performs measurement by aggregating PRS resources in multiple PFLs.
· Option 2: others
· Recommended WF
· Option 1

Sub-topic 3-3
CR for case 1 for RRC inactive
Draft CR was submitted by Nokia in R4-2521203
Issue 3-3: CR for case 1 for RRC inactive
· Proposals
· Option 1: see also CR on RRC idle/connected for some parameters
· Option 3: others
· Recommended WF
· Option 1

Sub-topic 3-4
CR for case 3a/3b
Draft CR was submitted by Ericsson in R4-2521205. Also includes update to acronyms in Clause 3.3 
Issue 3-4: Draft CR for case 3a/3b
Proposals
· Option 1: Endorse the CR
· Option 2: others
· Recommended WF
· Option 1
Companies to provide any additional comments if revision is needed
Sub-topic 3-5
[bookmark: _Hlk213783761]UE capabilities for inference time per frequency layer 
Issue 3-5: UE capabilities for inference time per frequency layer
Proposals
· Option 1: Introduce the following capability: 
	Features
	Index
	Feature group
	Components
	Prerequisite feature groups
	Need of FDD/TDD differentiation
	Need of FR1/FR2 differentiation
	Note
	Mandatory/Optional

	NR_pos_AIML
	58-x-x
	Inference time per positioning frequency layer for AI-ML positioning case 1
	The maximum required inference time per configured positioning frequency layer for AI-ML positioning case 1
	58-x-x


	n/a
	n/a
	
Candidate values: {3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 30, 35, 40, 45, 50} ms
	Optional with capability signaling



· Option 2: capability is not needed
· Recommended WF
· To be further discussed


Sub-topic 3-6
UE capabilities for positioning
3 new UE capabilities are proposed in R4-2522157. 
Issue 3-6: UE capabilities for positioning
Proposals
· Option 1: Introduce the following capabilities:
	Features
	Index
	Feature group
	Components
	Prerequisite feature groups
	Need of FDD/TDD differentiation
	Need of FR1/FR2 differentiation
	Note
	Mandatory/Optional

	NR_pos_AIML
	58-x-x
	PRS measurement for reduced sample for AI-ML positioning case 1
	The capability to support reporting UE co-ordinate based on measuring on 1 or 2 samples of a DL PRS resource set in AI-ML positioning case 1
	58-x-x
	n/a
	n/a
	Need for location server to know if the feature is supported
	Optional with capability signaling

	NR_pos_AIML
	58-x-x
	Support of lower RX beam sweeping factor for AI-ML positioning case 1
	1. Support of the lower RX beam sweeping factor than 8 for FR2 in AI-ML positioning case 1

2. Number of RX beam sweeping factor in AI-ML positioning case 1
	58-x-x
	n/a
	n/a
	Component 2: candidate values {1, 2, 4, 6}

Need for location server to know if the feature is supported
	Optional with capability signaling

	NR_pos_AIML
	58-x-x
	UE-RxTEGs for AI-ML positioning case 1
	1. Support of UE-RxTEGs for UE-based AI-ML positioning case 1
2. The maximum number of UE-RxTEG, which is supported and reported by UE for UE-based AI-ML positioning case 1
	58-x-x


	n/a
	n/a
	
Component 2 candidate values: {1, 2, 3, 4, 6, 8}


Need for location server to know if the feature is supported
	Optional with capability signaling



· Option 2: capability/ies not needed
· Recommended WF
· To be further discussed

Sub-topic 3-7
Test for case 1
There was agreement in the previous meeting to introduce a reporting delay test, details should be discussed
Issue 3-7: Test for case 1
Proposals
· Option 1: Reuse the existing reporting delay tests for FR1 and FR2
· Modify configuration such that UE is configured to report AI/ML based positioning
· FR1: test configurations in Table A.6.6.12.1.1-1, general test parameters in Table A.6.6.12.1.1-2, and cell specific test parameters in Table A.6.6.12.1.1-3
· TDL-A channel model
· FR2: test configurations in Table A.7.6.9.1.1-1, general test parameters in Table A.7.6.9.1.1-2, and cell specific test parameters in Table A.7.6.9.1-3
· TDL-C channel model
· Option 2: others
· Recommended WF
· Option 1


Topic #4: General
This section contains the sub-topics regarding general issues for AI/ML based use cases.
Companies’ contributions summary
	T-doc number
	Company
	Proposals / Observations

	R4-2520459
	CMCC
	Proposal 1: for generalization test, it is proposed to consider >1 test per UE capability if the granularity of UE capability is rough.     

	R4-2520612
	Apple
	1. Option 1 (pre-activation testing) ensures assurance but can be slow, costly, and impractical for frequent updates. Option 2 (post-activation LCM monitoring) is scalable but risks false triggers, overhead, and delayed detection if not carefully designed
Pre-activation protects the network from immediate catastrophic failures at the moment of deployment, while post-activation protects against gradual or unforeseen degradation during the model’s operational life. Both are needed in the hybrid approach to cover different risks and time horizons
Shadow inference is essential for Option 2 because post-activation monitoring only gathers KPIs from the model actively serving inference. Without shadow mode, standby models remain untested in live conditions, risking undetected drift or degradation until swapped
1.  Hybrid LCM for Post-Deployment AI/ML Models    
Adopt a hybrid life-cycle management (LCM) framework: pre-activation validation for major updates and post-activation monitoring for all updates  
· Major updates (architecture change, new RF front-end, large dataset shift)
· Require pre-activation validation in lab or on-device test mode.
· Establish or refresh a KPI envelope as baseline.
· Minor updates (small fine-tune, parameter tweak)
· May skip pre-activation.
· Must retain prior KPI envelope and enter direct monitoring.
· Post-activation monitoring (all updates)
· Continuous KPI checks under RAN4/RAN1 metrics (e.g., Top-M/Top-K beam accuracy).
· Prefer shadow inference to track standby models.


	R4-2520705
	Nokia
	Observation 1: Less generalized functionalities across a set of scenarios can result in frequent switching of functionality/configurations resulting in performance degradation.
Proposal 1: RAN4 should consider generalization testing covering following aspects:
· Identify and align the relevant scenarios and configurations. RAN4 to strive to only select a limited number of scenarios.
· Identify target values of performance requirements depending on the scenarios and use cases.
· Establish a test method to evaluate the functionality across all identified setups.


	R4-2521003
	CAICT.
	Proposal 1: Approve the proposed table as Rel-19 NR_AIML_air UE feature.
	Features
	Index
	Feature group
	Components

	Prerequisite feature groups
	Need for the gNB to know if the feature is supported
	Applicable to the capability signalling exchange between UEs (V2X WI only)”.
	Consequence if the feature is not supported by the UE
	Type
(the ‘type’ definition from UE features should be based on the granularity of 1) Per UE or 2) Per Band or 3) Per BC or 4) Per FS or 5) Per FSPC)
	Need of FDD/TDD differentiation
	Need of FR1/FR2 differentiation
	Capability interpretation for mixture of FDD/TDD and/or FR1/FR2
	Note
	Mandatory/Optional

	59. NR_AIML_air

	59-1-1
	UE-side beam prediction for BM Case1
	In BM case 1, the RX beam corresponding to UE predicted TX beam in Set A is known when TX beam is not QCL Type D to a known TCI for BM Case-1or it is not QCL type D to a Tx beam in setB.

	Layer-1 FG: 58-1-2 
	yes
	N/A
	The network needs to transmit additional samples of reference signal corresponding to the predicted TX beam of set A

	Per Band
	TDD
	FR2-1 only
	N/A
	
	Optional with capability signaling

	59. NR_AIML_air
	59-1-2
	UE-side beam prediction for BM Case2
	In BM case 2, the RX beam corresponding to UE predicted TX beam in Set A is known when TX beam is not QCL Type D to a known TCI for BM Case-2 or it is not QCL type D to a Tx beam in setB.

	Layer-1 FG: 58-1-4 
	yes
	N/A
	The network needs to transmit additional samples of reference signal corresponding to the predicted TX beam of set A
	Per Band
	TDD
	FR2-1 only
	N/A
	
	Optional with capability signaling





	R4-2521082
	Korea Testing Laboratory
	[bookmark: _Hlk210305713][bookmark: _Hlk210304702]Observation 1:  Because #120 anchors CSI prediction and monitoring to the decision-time axis and admits occasions by the “no later than the first symbol of the earliest K/ occasions” rule, the lack of a defined effective-from moment for updated UE behaviour lets the first monitoring after a model change or fine-tuning fall on either side of the transition depending on scheduler phase and selection order relative to the CSI reference resource, yielding the LCM that mix pre-and post-change reports and making statistics not comparable
Observation 2: When updating the UE model, the lack of a defined effective time-from point causes monitoring reports to mix pre-change and post-change behaviors, making statistical comparisons unreliable and masking SGCS degradation, which can delay the LCM's switching or fallback action.
Observation 3: Training reuses the CSI framework with reportQuantity = none‑CSI‑r19 and periodic or semi-persistent CSI‑RS. Inference and monitoring select inputs on the decision‑time axis by the S instance rule and the no later than rule, with  setting the trigger deadline. Without a UE declared effective from boundary, these selectors can span a model change and mix pre- and post-reports
Observation 4:  Because the framework does not expose the exact effective‑from time of UE model changes, linked pairs near an AP trigger or an SP occasion can straddle the boundary, leaving post-update monitoring windows with pre‑update evidence and the Post Deployment Validation decision dependent on scheduler phase
Observation 5:  Without the exact decision‑time effective‑from moment, the first single‑UCI report carrying   (predicted) and   (non‑predicted tied by the “no later than” rule) can mix pre‑ and post‑change evidence; 4‑bit quantization and only one time instance when N4 is greater than one amplify this, yielding inconsistent windows and different pass/fail outcomes in post‑deployment validation.
Observation 6:  At a model change, if the per‑symbol CPU budget is exceeded (Clause 5.2.1.6 [TS 38.214]), the UE may skip the lowest‑priority updates, so the first post‑update inference or its linked monitoring can be dropped, causing RS‑PAI/SGCS windows to mix pre‑ and post‑update evidence and making statistics depend on incidental load and scheduler phase.
Observation 7:  With SGCS quantized to 4 bits and averaged across subbands or layers, a window that overlaps a model update without a precise decision time boundary can mix reports from before and after the change, biasing the averaged SGCS toward older behaviour and delaying detection of a performance drop.
Observation 8:  With the PMI basis fixed to the Rel‑16 eType II codebook and SGCS reported per layer in a single UCI anchored to decision time, an unknown model-update boundary can make  reflect the updated model while  still pairs with non‑predicted  from occasions no later than the reference resource, mixing pre‑ and post‑change evidence and biasing the averages.
Observation 9:  Despite mandatory linkage via inferenceReportConfigId‑r19, the spec does not define when the updated UE model becomes valid on the decision‑time axis, so a model change can cause a mismatched PAI–inference pair (pre‑change monitoring linked to post‑change inference), undermining the assumed one-to-one correspondence and distorting validation statistics.
Observation 10:  Without a decision‑time effective‑from boundary at a model update, S-indexed instances admitted by the “no‑later‑than the CSI reference resource” rule can mix pre‑update and post‑update evidence in the wideband SGCS.
Observation 11:  Without an explicit effective from boundary, the S‑th time instance and the “no later than the CSI reference resource” selector can pick inputs from opposite sides of a model update, mixing pre‑ and post‑change reports in LCM.
Observation 12:  Because of CPU scheduling, the first report after a model update may not reflect the new model but older behavior, since the UE can skip or delay reports when the per-symbol CPU budget is exceeded.
Observation 13:  With decision‑time anchoring (N latest occasions no later than the CSI reference resource) and minimal slot‑offset linkage (k  64), DTX toggling around a fine‑tuning/model change mixes pre‑ and post‑change occasions (drift, back‑fill, micro‑timing), yielding incomparable statistics across deployments.
Observation 14:   Without a boundary on the decision time axis, per‑symbol CPU limits (Clause 5.2.1.6) can drop the first post‑update instance when multiple CSI reports start on the transition symbol, mixing pre‑ and post‑change evidence and making PDV statistics depend on load and scheduler phase.

Proposal 1: We propose that RAN4 discuss a UE-originated effective-from boundary for Post-Deployment Validation. The indication would identify the decision-time slot from which the updated UE model becomes valid. With this boundary, the network can classify each inference and monitoring report by comparing its CSI reference resource to the boundary, so that reports before the boundary are treated as pre-change and those at or after the boundary are treated as post-change. This approach keeps the existing reporting formats, SGCS quantization, and CPU occupancy rules unchanged while improving the consistency and accuracy of validation statistics.


	R4-2521379
	Huawei, HiSilicon
	Observation 1: Different delay requirements are identified for different performance monitoring reporting types.
Proposal 1: RAN4 defines different delay requirements for periodic, aperiodic and semi-persistent monitoring reporting. 
Observation 2: NW controls when the uplink transmission resource for AI-based reporting is not available.
Proposal 2: RAN4 not to define deactivation requirements. 
Proposal 3: If a mixed dataset is created for testing generalization, the mixed dataset should be static.




Open issues summary
The open issues were grouped in the following sub-topics for further discussion:

Sub-topic 4-1
UE Capabilities
Issue 4-1:	UE Capabilities for Rel-19 AI/ML for air interface
· Proposals
· Option 1: UE capabilities in 59-1 and 59-2 were already agreed in last meeting, no need for any changes
· Option 2: updates are needed
· Recommended WF
· Option 1

Sub-topic 4-2
Post Deployment Model update/activation
Issue 4-2:	Model update/activation
· Proposals
· Option 1: We propose that RAN4 discuss a UE-originated effective-from boundary for Post-Deployment Validation. The indication would identify the decision-time slot from which the updated UE model becomes valid.
· Option 2: No requirements are needed
· Option 3: Such proposal is not up to RAN4
· Option 4: others
· Recommended WF
· Option 3

Sub-topic 4-3
Generalization tests
Issue 4-3:	Generalization tests
· Proposals
· Option 1: consider >1 test per UE capability if the granularity of UE capability is rough
· Option 2: consider generalization test cases on a case by case basis for each use case
· Option 4: others
· Recommended WF
· Option 2

