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1 Introduction

This is a summary of offline discussions on MRO for CHO with candidate SCG(s) and S-CPAC.

2 For the Chairman’s Notes

MRO for CHO with Candidate SCG(s)

MRO for S-CPAC

Propose for online discussion:

3 Discussion 

3.1 MRO for CHO with Candidate SCG(s)

3.1.1 Agreements

At RAN3#123bis meeting, the following initial agreements were achieved:

MRO for CHO with candidate SCG failure and near failure cases

RAN3 focuses on NR-DC for MRO for CHO with candidate SCG in R19.

R19 SON/MDT solution discussion is based on R18 work.

Further discussion on the use cases and solutions…
Agreements at RAN3#124 meeting:

Do not distinguish between fast MCG recovery/no-fast MCG recovery for now (to simplify use cases).

Concurrent error cases (MCG+SCG) is FFS. The definition of these error cases needs to be further clarified.

RAN3 will start with the failure scenarios with UEs configured with CHO with candidate SCGs.

Whether to include failure and near failure scenarios related with configuration of CHO with candidate SCG(s) and CHO only is FFS.

Agreements at RAN3#125 meeting:
MRO for Case 1a, 1b, 2a, 2b, 3a, 3b, 7a, 7b, 8a, 8b, 9 will be addressed.

MRO for case 4/5/6 is in the scope. 

FFS whether there is any specification impact for case 4/5/6.

Case 1c, 2c, 2c, 3c, 7c, 8c are FFS. 
The RLF report includes:
· The type of the first fulfilled execution condition e.g. CPAC or CHO, fulfilment means all events of the type are met.
· Identifier of candidate PCell(s) which met the configured CHO execution conditions before the RLF is encountered

· Identifier of candidate PSCell(s) which met the configured CPAC execution conditions before the RLF is encountered

· FFS whether to optimize the association of the PCell and PSCell.

Agreement at RAN2#127 meeting:

· UE includes following information in RLF report:

b.
Time information regarding condition fulfilment for CHO with candidate SCGs. Details are FFS. We consider both the case when both CHO condition and associated CPC condition are fulfilled, and the case when CHO (or CPC) is fulfilled but CPC (or CHO) conditions are not fulfilled.

c.
Measurement results of PCells and PSCells.

Agreements at RAN3#125bis meeting:
RLF report is enhanced to including 

· Identifier of candidate PCell(s) which met the configured CHO execution conditions when the RLF is encountered

· Identifier of candidate PSCell(s) which met the configured CPAC execution conditions when the RLF is encountered
· The Identifier of candidate PCell(s) or PSCell(s) that fulfilled execution conditions before the RLF is encountered.
The fulfilled events before the RLF is encountered?
Agreements at RAN2#127bis meeting:
	Agreements

1) UE reports the time gap between the first met condition (CHO or CPAC) and the second met condition (CPAC or CHO), and the first met execution condition (as agreed by RAN3), for a failed CHO with candidate SCGs. Details FFS.

2) Include the elapsed time between the point in time of the first fulfilled condition and RLF in RLF report. Details FFS.


Agreements at RAN3#126 meeting:
Case 1a), 2a), 3a), 9a): Too late handover

Case 1b), 2b), 3b), 9b): Too late CPC execution

Case 7a), 8a): Too early HO or wrong cell Handover to wrong cell

Case 7b), 8b): Too Early CPC/CPA Execution or CPC/CPA Execution to wrong PSCell 

The failure types defined for CHO in TS38.300 and for CPAC defined in TS37.340 are used as baseline. Clarification or amendment could be made on top of that if needed.

In case of too late CHO execution, the last serving MN may need to send message to the candidate MN(s) which may need optimization.

SCGFailureInfomation handling for case 1b)/2b)/3b)/9b) and case 7b)/8b):

· The serving MN which receives SCGFailureInformation from the UE performs the initial analysis.

· The serving MN forward the SCGFailureInformation to the respective MN which should perform the optimization if needed (e.g for case 3b).

Whether the above mechanism works depends on RAN2 progress on SCGFailureInfomation
Agreements at RAN2#128 meeting:
	Agreements

1) RAN2 understands that current agreements is that the UE shall logs (in RLF report, SHR report and SCGFailureInformation) time from the last triggered event for the PCell (or PSCell) to the time to the last triggered event for the PSCell (or PCell). We don’t intend to do further or more granular enhancements.

2) Measurement results of PCells and PSCells and the time information (as agreed for RLF) are included in SHR and SCGFailureInformation also. We will check what the spec impact of this is, e.g. something in the spec today may already make the UE log this.


Agreements at RAN3#127 meeting:
In case of too late CHO execution, reusing Handover Report message from the last serving MN to the relevant candidate MN.
New message is defined for the serving MN to forward the SCGFailureInformation to the respective MN which should perform the optimization.
Agreements at RAN2#129 meeting:
	Agreements

1. Enhance RLF report for CHO with candidate SCGs to include the information for each CHO, i.e., first fulfilled event and time duration between two events fulfilled, if any.

2. Enhance RLF report for CHO with candidate SCGs to include the associations between CHO and CPAC.

3. Enhance RLF report for CHO with candidate SCGs to include at least the following information:

· Identifier of candidate PCell(s) which met the configured CHO execution conditions when the RLF is encountered;

· Identifier of candidate PSCell(s) which met the configured CPAC execution conditions when the RLF is encountered;

· The Identifier of candidate PCell(s) or PSCell(s) that fulfilled execution conditions before the RLF is encountered.

4. Enhance SCGFailureInformation for CHO with candidate SCGs to include the information for each CHO, i.e., first fulfilled event and time duration between two events fulfilled, if any.

5. We should avoid specifying the procedure in a way that the UE sends redundant information


Agreements at RAN3#127bis meeting:
No additional information is needed in handover report message.

Check stage 3 TP on the Target cell CGI related in handover report message.

One SCGFailureInfomation is included in SCG Failure Indication message, no need aggregation.
Respective MN in stage2 is at least a candidate MN.

Information needed in the SCG Failure Indication message: The Xn UE AP ID in the receiving node.
Additional information reported from the UE in SCGFailureInformation: The Identifier of candidate PCell(s) or PSCell(s) that fulfilled execution conditions before the SCG failure is encountered. 
No support of near failure case in R19.
Agreements at RAN2#129bis meeting:
	Agreements

1. For CHO with candidate SCGs, RAN2 to reuse the current stage-3 description, i.e.  include candidate PCell and candidate PSCell measurements results in neighbor measurements within RLF reports (or SCGFailureInformation).

2. For CHO with candidate SCGs, RAN2 to clarify that the time duration between two fulfilled events (i.e., timeBetweenFulfillmen) shall only be included when both CHO and CPAC conditions are satisfied for failure cases.

3. For CHO with candidate SCGs, RAN2 explicitly define a new lastHO-Type for CHO with candidate SCGs.

4. For CHO with candidate SCGs, logging of elapsed time between fulfilling the last triggering event and handover execution in SHR is not required when only one condition (CHO or CPAC) is fulfilled.

5. For CHO with candidate SCGs, RAN2 to agree to include “firstFulfilledConfig”, “timeBetweenFulfillment”, and “timeBetweenLastFulfillmentAndEvent” in the choWithCandidateSCGInfoList IE within the SCGFailureInformation message. Keep the current ASN.1 structure and no change are needed.

6. Network is informed in the next RRC complete message about the SHR availability in case the UE performs RACH-less LTM cell switch. No need to change the current formulation of determining the SHR in the current running CR.

7. Follow CHO like mechanism (i.e., a single rlf-Report for the RLF/HOF, including LTM recovery cell ID) for a consecutive LTM cell switch failure, i.e., an RLF/HOF at source or target cell followed by an HOF during LTM recovery. Relevant FFS can be removed from the running CR. No change is needed in the relevant text of running CR.

8. FFS whether it is needed to avoid duplication of information in case of two reports being generated CHO with candidate SCGs, any redundancy (e.g., measurements) are recorded in the reports for PCell (i.e., in SHR, SPR).


	Agreements

1. No new triggering conditions such as time gap between the first met condition (CHO or CPAC) and the second met condition (CPAC or CHO) is above a threshold, can be considered for SHR/SPR procedure.

2. No new triggering conditions for SHR/SPR procedure for CHO with candidate SCG.

3. UE includes the target PSCell ID in SHR for successful CHO with candidate SCGs.

4. UE includes the target PCell ID in SPR for successful CHO with candidate SCG.

5. In general, and where applicable, agreements valid for SHR, RLF reports and SCG failure info applies also to SPR.


Agreements at RAN3#128 meeting:
Reuse the existing “HO too early” and “HO to wrong cell” in case of too early CHO execution and CHO execution to wrong cell.
Handover Report message is not needed for case 7a.
Agreements at RAN2#130 meeting:
	Agreements

1. We will look in to if/what to specify for the scenario with CHO with candidate SCG alongside a CHO-only configuration. Proponents should have clear and well-defined proposals next meeting preferably with text proposals.


3.1.2 Stage 2 and stage3 impact for failure cases
3.1.2.1 Information needed in the SCG Failure Indication message
In RAN3#127 meeting, it was agreed to use new message for the serving MN to forward the SCGFailureInformation to the respective MN which should perform the optimization. 

In RAN3#127bis meeting, it was further agreed that the Xn UE AP ID in the receiving node is included in the new message. 

One open issue is the additional information in the SCG Failure Indication message.
In addition to SCGFailureInformation, information needed in the SCG Failure Indication message?

· CPC failure type (CPC failure type is needed in case of SCG Failure Indication is sent from the candidate to the source?)

Reason for not support CPC failure type:

· SCGFailureInformation from the UE includes necessary information, after the respective MN receives the SCG Failure Indication message, it can perform failure type analysis and do corresponding optimization.
Reason for support CPC failure type:

· For RLF/HOF case, the last serving node detect the failure type. The last serving node sends Handover Report message including Failure type to the source node. Actually the source node can decide the failure type based on the received RLF Report, but the last serving node still send the detected failure type to the source node for source node information because of the function assignment (the last serving node detect the failure type, the source node do optimization). 
· Similar like the handling of RLF/HOF, the last serving MN could indicate the failure type to the respective MN since the last serving MN has detected the failure type. It is beneficial to include it in the SCG Failure Indication message. 
· The last serving MN performs MRO analysis because MRO analysis on measurement result is based on the measurement configuration.
· Source MN and candidate MN may have different Tstore_UE_cntxt configurations, candidate MN can take the failure type decided in the last serving MN into account. 
Include CPC failure type in SCG Failure Indication message?
In addition, R3-255642 proposed to include Suitable PSCell ID in SCG Failure Indication message.
Reason for support suitable PSCell ID:

Suitable PSCell is get from the measurement result. Measurement result is based on measurement configuration. The last serving MN configure the measurement.
Reason for not support suitable PSCell ID:

A list of candidate PCells or candidate PSCells which fulfilled execution conditions would be reported by the UE in the SCGFailureInformation message. The respective MN  could know the suitable PSCell from the reported fulfilled PSCell ID.

Include suitable PSCell ID in SCG Failure Indication message?
3.1.2.2 Correction to BLCR for TS38.300
R3-255623 proposed change to BLCR for TS38.300:
In case there is an SCG failure when UE is configured with CHO with candidate SCG(s), the serving M-NG-RAN node receiving SCGFailureInformation from the UE performs initial analysis. If the SCG failure has been caused by a different M-NG-RAN node, the serving M-NG-RAN node sends SCG Failure Indication message to that M-NG-RAN node. If it is an associated SN which should perform optimisation, that M-NG-RAN node sends SCG FAILURE INFORAMTION REPORT message to the SN as defined in TS 37.340 [21].　
The reason of the change:
When the respective MN receives SCG Failure Indication message from the last serving MN, it analyzes whether itself or a candidate SN need to make optimization. If it is the candidate SN, the respective MN sends SCG FAILURE INFORAMTION REPORT message to the candidate SN.

In the current BLCR for TS38.300, the interaction between the respective MN and the candidate SN is missed. In order to make the procedure complete, amendment is needed.
R3-255642 also proposed the following changes to BLCR for TS38.300:
In case there is an SCG failure when UE is configured with CHO with candidate SCG(s), the serving M-NG-RAN node receiving SCGFailureInformation from the UE performs initial analysis. If the SCG failure has been caused by a different node, the serving M-NG-RAN node sends SCG Failure Indication message to the problematic M-NG-RAN node, via source M-NG-RAN node if needed, or, problematic S-NG-RAN node, via its connected M-NG-RAN node if needed.
The changes in R3-255642 above intend to solve two issues:

1) The same issue as identified by R3-255623
2) In some scenario, the last serving MN need to send SCG Failure Indication message to the source MN then to another candidate MN
The moderator thinks the second scenario is not clear: 
· SCG Failure Indication message is needed in case of 1b), 3b) and 9b). In this cases, the respective MN is a candidate or target MN.

· For case 7b) and 8b), the target MN will receive SCGFailureInformation from the UE and detect the type of the failure, the target MN or the candidate SN should make optmisation, no need to send SCG Failure Indication message to the source.

· Stage 2 and stage 3 can cover other cases e.g. even if the respective MN is a source,.?

Which change is fine for you i.e. change in R3-255623 or R3-255642?
3.1.2.3 Correction to BLCR for TS37.340

R3-255623 proposed minor changes to BLCR for TS37.340. 

Can directly check the TP.

3.1.2.4 Correction to BLCR for TS38.423

R3-255736 found the current description on the cause value IE in Handover Report message is inappropriate.

Moderator think the issue exist. But the change is not correct because for too late case, HO doesn’t happen. There is no Handover Cause in this case. The IE should be ignored.
TP need to be updated, can directly check the TP
TPs

TP for TS37.340
TP for TS38.423

TP for TS38.300

3.2 MRO for S-CPAC
3.2.1 Agreements

At RAN3#123bis meeting, the following initial agreements were achieved:

Work on the scenarios of failure in S-CPAC. The optimization of non-failure scenarios (e.g., near failure and ping-pong) is not excluded.

R19 SON/MDT solution discussion is based on R18 work.

Further discussion on the use cases and solutions…
Agreements at RAN3#124 meeting:

CPAC failure scenarios and detection mechanism captured in stage2 used as baseline.

Agreements at RAN3#125 meeting:
MRO for S-CPAC:

Reusing SCG FAILURE INFORMATION REPORT message over Xn for MN to report SCG failure of SCPAC to the concerned SN.

For the CPAC failures which occurred during an S-CPAC procedure, CPC Execution above refers to the initial CPC execution or the subsequent CPC execution. 

Editor’s note: FFS whether the differentiation between initial and following CPC is needed.
Agreements at RAN3#127 meeting:
The forwarding mechanism in BLCR for TS37.340 need to be refined.

Agreements at RAN3#127bis meeting:
The description on S-CPAC information forwarding is technically correct. Cleanup of the text is needed.
Agreements at RAN3#128 meeting:
The setting of the information on previousPSCellId and timeSCGFailure needs to be updated to support the failures due to the following S-CPAC.  

LS to RAN2 agreed in R3-253886
Inform the SN(s) about the outcome of mobility events for SN initiated S-CPAC using the SN RELEASE REQUEST or SN RELEASE CONFIRM.
3.2.2 Open issues
Whether to enhance UHI in case of S-CPAC? 

· SCG UHI should be updated to the new serving MN/target SN from source MN during S-CPAC procedure, i.e. Include SCG UHI in SN Reconfiguration Complete message from MN to the target SN
Include SCG UHI in SN Reconfiguration Complete message from MN to the target SN
Reason for not support:

· The main concern is the complexity
Reason for support:

· For all other mobility related procedures, the serving node will get the UE history information on time except for S-CPAC
· For S-CPAC, the target SNs of the following CPC cannot get the right SCG UHI because the following target SNs receive the SN Addition Request message in the beginning and the UE has stayed in several SNs since that. Then the problem is that:
· The target SN of the following S-CPAC don’t know the UHI associated previous SNs (except the initial source SN).

· The UE stay time in the initial source SN is not right (there is time gap between SN addition and CPC execution).

· For the last SN which terminate S-CPAC, there is no reference for normal PSCell change procedure, e.g whether there is ping-pong or short-stay in the previous SNs.

· Even if there is PSCell change ping-pong or unnecessary PSCell change, the SN cannot realize it and cannot have any measure.

· Regarding the complexity. SN Reconfiguration Complete message is needed anyway. The only change is to add one optional IE “SCG UHI”. Like we do for UHI in all other cases, whether and how to use it is leaving to implementation. There is no mandate on it. The information is beneficial if a SN wants to use it for optimization.
Include SCG UHI in SN Reconfiguration Complete message from MN to the target SN?

BLCRs clear up:

R3-255193 proposed to change UHI to SCG UHI in BLCR to TS38.423, which seems right.
R3-255193 proposed to add the following to BLCR to TS37.340:
In case of S-CPAC, when an SN is released, the MN may provide the latest SCG UE History Information to the SN using the M-NG-RAN node initiated S-NG-RAN node Release or the S-NG-RAN node initiated S-NG-RAN node Release procedures. The SN may then use it to optimise the S-CPAC configuration.
Stage 3 is not clear enough?
R3-255642 proposed the changes to BLCR to TS37.340 on the forwarding mechanism:
Solution 1：
For SN initiated S-CPAC, the MN sends the SCG Failure Information Report message to the initiating SN, and the initiating SN performs root cause analysis.

-
For initial S-CPAC failure during a SN initiated S-CPAC, the forwarding mechanism is the same as that for SN initiated CPC. The source SN is also the initiating SN at S-CPAC preparation.

-
For a following S-CPC failure during a SN initiated S-CPAC, if the suitable PSCell is one of the candidate PSCells provided by the initiating SN at CPAC preparation and/or execution condition is optimal, the initiating SN indicates to MN that the root cause of the SCG failure may have occurred in the other nodes. MN then sends the SCG Failure Information Report message to the candidate or target SN. Otherwise, the initiating SN performs the final MRO related optimisation.
Solution 2：
For SN initiated S-CPAC, the MN sends the SCG Failure Information Report message to the initiating SN, and the initiating SN performs root cause analysis.

-
For initial S-CPAC failure during a SN initiated S-CPAC, the forwarding mechanism is the same as that for SN initiated CPC. The source SN is also the initiating SN at S-CPAC preparation.

-
For a following S-CPC failure during a SN initiated S-CPAC, if  the root cause of SCG failure may have occurred in other node, the initiating SN indicates to MN, MN then sends the SCG Failure Information Report message to the candidate or target SN. Otherwise, the initiating SN performs the final MRO related optimisation.
TPs for TS38.423 on SCG UHI
TP for 37.340 on SCG UHI and/or forwarding mechanism
