[bookmark: _Hlk527628066]3GPP TSG-RAN WG3 Meeting #130	R3-258832
Dallas, TX, USA, November 17th – 21st 2025

Agenda Item:	10.5.1
Source:	Ericsson, CATT, Lenovo, ZTE, Qualcomm
Title:	(pCR for TR 38.760-3): Principles of 6G RAN AI/ML Use Case Study 
Document for:	Agreement


pCR for TR 38.760-3

-------------------------------------------Start of changes-------------------------------------------
[bookmark: _Toc211849827]7	AI/ML for RAN
[bookmark: _Toc211849828]7.1	High-level principles
The following high-level principles apply for the 6G RAN AI/ML study:
-	The study focuses on AI/ML functionality and corresponding input/output/feedback data, including:
-	Data needed at the Model Training function, while the aspects of how the Model Training function uses this data to train a model are out of RAN3 scope.
-	Data needed at the Model Inference function, while the aspects of how the Model Inference function uses this data to derive outputs are out of RAN3 scope.
-	The input/output/feedback data and the location of the Model Training and Model Inference function should be studied case-by-case. 
-     The design of AI/ML algorithms and models for RAN3-led use cases are implementation-specific and out of RAN3 scope.

7.12	AI/ML use cases
Editor’s note: Identify Use Case(s) of interest (either existing or new) with compelling trade-off between e.g., performance, complexity, etc…


Editor’s note: Focus on clarifying the area where AI/ML can be applied, the scenario description and the problem statement.

-------------------------------------------End of changes-------------------------------------------

2


1     3GPP TSG - RAN WG3 Meeting #130   R3 - 258832   Dallas, TX, USA, November 17 th   –   21 st   2025     Agenda Item:   10.5.1   Source:   Ericsson ,   CATT ,  Lenovo , ZTE , Qualcomm   Title:   (pCR for TR 38.760 - 3): Principles of 6G RAN AI/ML Use Case Study    Document for:   Agreement       pCR for TR 38.760 - 3     ------------------------------------------- Start of changes -------------------------------------------   7   AI/ML for RAN   7.1   High - l evel principles   The following high - level principles apply for the 6G RAN AI/ML study:   -   The study focuses on AI/ML functionality and corresponding input/output/feedback data , including:   -   Data   needed at the Model Training function, while the aspects of how the Model Training function  uses this data to train a model are out of RAN3 scope.   -   Data   needed at the Model Inference function, while the aspects of how the Model Inference function  uses this data to derive outputs are out of RAN3 scope.   -   The input/output/feedback data and the location of the Model Training and Model Inference function  should be studied case - by - case.     -       The design of AI/ML algorithms and models for RAN3 - led use cases are implementation - specific and  out of RAN3 scope .     7. 2   AI/ML use cases   Editor’s note: Identify Use Case(s) of interest (either existing or new) with compelling trade - off between e.g.,  performance, complexity, etc…       Editor’s note: Focus on clarifying the area where AI/ML can  be applied , the scenario description   and  the  problem statement.     ------------------------------------------- End of changes -------------------------------------------    

