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Introduction

In RAN 1 #122bis, some observation for use cases identification/categorization, this Tdoc is to further update the use cases based on the input from RAN 1 #123. 

Please provide updated based on the submitted Tdoc in RAN 1 #122, #122bis, #123.
Updated observations 
Low overhead CSI-RS or CSI prediction with AI/ML 
Observation 2.1
For 6GR AI/M use cases identification/categorization, [24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 24 sources] provided preliminary simulation results and analysis on frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table A.
· [6 7 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML wherein [3 sources] assumed Rel-19 CSI prediction while [3 sources] assumed differently. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [4 sources] provided preliminary simulation results and analysis on CSI prediction cross carrier/band/frequency block with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/training type) and initial analysis can be found in Table B.
· [2 3 sources] provided preliminary simulation results and analysis on CSI prediction across analog beams with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [1 source] provided preliminary simulation results and analysis on CSI prediction with linear projection as pre-processing. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B. 
Note: whether/how to capture the observation in the TR is a separate discussion.

Table A low overhead CSI-RS or CSI prediction with AI/ML 
	Sub-use case
	Sub-Case A: Frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML

	Reported 
companies
	(2324) Ericsson1, ZTE2, vivo3, OPPO, Xiaomi, CMCC, Huawei4, Samsung, Fujitsu, Apple, Qualcomm5, Kyocera6, Nokia7, {Spreadtrum, UNISOC}8, Interdigital9, Lenovo, E10, DoCoMo11, CEWiT, IITM, IIT Kanpur, Tejas, {CATT, CICTCI}12, MediaTek

	Model input
(for decoder of 2-sided model, when applicable)
	1. Measurement of channel with sparse/low overhead CSI-RS (majority)
1a. Additional long-term multi-path power/angle/delay info information as assistance information4
1b. Received SRS info as assistance information for NW-sided model6
2. Reported CSI for NW-sided model3,4,5
         2a. For spatial domain CSI prediction cross on-off pattern, the reported CSI can be        associated with full port channel3

	Model output
(for decoder of 2-sided model, when applicable)
	1. Full channel matrix (majority)
2. Eigenvector 3 for NW-sided model
3. Channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Label
	1. Estimated/ideal channel matrix based on full CSI-RS density(majority)
2. Ideal precoding matrix with full dimension3 
3. Estimated/ideal channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Training types 
	Offline training(majority)
Online finetuning for UE-sided model (for NW-sided model + UE sided model without training collaboration)4 

	KPI
	NMSE, SGCS, throughput, ratio of CSI-RS overhead, NES gain, CSI feedback overhead reduction3

	Benchmark
	1. non-AI based on full CSI-RS
2. non-AI based on sparse CSI-RS

	Model location for inference
	UE-sided model 
NW-sided model2,3, 4,5,6,10
Two-sided model2, 3
NW-sided model + UE-sided model without training collaboration4

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR
As two-sided model for CSI compression4 in NR

	Potential spec impact
	1.Sparse CSI-RS design/configuration and corresponding feedback (especially for NW-sided model)
2. Signalling/ procedure related to LCM 
3. Inter-vendor collaboration for two-sided model, when applicable



Table B low overhead CSI-RS or CSI prediction with AI/ML (cont.)
	Sub-use case
	Sub-Case B:
CSI time domain prediction (as Rel-19 CSI prediction or extension)
	Sub-case C: 
CSI prediction cross carrier/band/frequency band 
	Sub-Case D:
CSI prediction across analog beams, or across different antenna to port virtualization 
	Sub-Case E:
prediction with linear projection as pre-processing

	Reported
Companies
	(67) Ericsson2, BJTU, Samsung, MediaTek3, LGE, vivo1, Lenovo
	(4) Samsung, Apple, LGE, DoCoMo1
	(23) Samsung, vivo1, Apple2
	(1) Huawei

	Model input
	1. Channel matrix over K CSI-RS occasions 
2. Measurements of interference over K CSI-RS occasions1 
3. Channel matrix over K CSI-RS occasions with >20ms periodicity3 
4 Channel matrix with one P CSI-RS with 20ms periodicity and K-1 AP CSI-RS2 
	Channel matrix of carrier/band/frequency block A
	1.Channel matrix/precoding matrix of Set B of beams, 
2. Channel matrix of antenna to port virtualization pattern 12
	K past CSI information after linear projecting 

	Model output
	1. Channel matrix of future instances
2. Interference in future instances1
	Channel matrix of carrier/band/frequency block B
	1.Channel matrix/precoding matrix of Set A of beams
2. Channel matrix of antenna to port virtualization pattern 22
	Predicted CSI information after linear projecting at a future time instance

	Label
	Measurement(s) inof future time occasion(s).

	Channel matrix of carrier/band/frequency block B
	1.Channel matrix of Set A of beams,
2. Channel matrix of antenna to port virtualization pattern 2 2
	Ground-truth  CSI information after linear projecting, based on the measurement at the future time instance 

	Training types assumption
	offline training
	offline training
	offline training
	Online finetuning

	KPI
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]
	SGCS, NMSE, throughput, ratio of CSI-RS overhead, SGCS ratio when e-type II codebook is used for PMI feedback, NES gain.  
	SGCS, NMSE, throughput, ratio of CSI-RS overhead, NES gain.  
	SGCS

	Benchmark
	1. Sample and hold
2. Ground truth of future time occasions
	1.Ground truth of target frequency block
2. Sample and hold 
	Ground truth of Set A of beams
	1.Non-AI based CSI prediction 
2.AI-based CSI prediction based on CSI information without linear projection

	Model location for inference
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
Two-sided model1
	UE-sided model

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR1
	As UE-sided model in NR

	As UE-sided model in NR
As two-sided model in NR1


	Similar to UE-sided model in NR

	Potential spec impact
	1. As AI based CSI prediction in NR 
2. Reporting content, signalling and procedure for LCM for extension cases1
	1. Cross carrier/frequency switching procedure enhancement based on predicted CSI
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted beams or different antenna to port virtualization 
2. signalling/ procedure related to LCM
	Signaling/ procedure related to LCM considering online finetuning


Low overhead DMRS with AI/ML receiver

Observation 2.2
For 6GR AI/ML use cases identification/categorization, [23 sources] provided preliminary simulation results and analysis on low overhead DMRS with AI/ML receiver.
· [22 25 sources] provided preliminary simulation results and analysis on sparse orthogonal DMRS in frequency and/or time domain with AI/ML receiver. 
· [121 sources] provided preliminary simulation results and analysis on superimposed pilot with AI/ML receiver. 
· [5 9 sources] provided preliminary simulation results and analysis on DMRS free with AI/ML receiver. 
· Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table C. 
Note: whether/how to capture the observation in the TR is a separate discussion.

Table C For low overhead DMRS with AI/ML receiver
	Sub-use case
	Sub-case A: 
Sparse orthogonal DMRS in frequency and/or time domain
	Sub-case B:
Superimposed pilot
	Sub-case C: 
DMRS free

	Reported companies
	(2325) Nokia1, Futurewei2, Ericsson3, ZTE4, {Spreadtrum, UNISOC}5, Interdigial6, vivo7, xiaomi8, CMCC9, {CATT, CICTCI}10, Fujitsu11, Apple12, Samsung13, Kyocera14, Lenovo15, Huawei16, Qualcomm 17, Ofinno18, NVIDIA19, MediaTek20, Lekha21, LGE22, DocoMo23, BJTU24, IIT Kanpur25
	(12) vivo1, CMCC2, ZTE3, Lenovo4, Huawei5, OPPO6, NVIDIA7, LGE8，Xiaomi9 , InterDigital10 , DocoMo11 Kyocera12
	(9) BJTU1, 1 InterDigital1, Huawei2, NVIDIA3, MediaTek4, Lenovo5, SKT6 , Nokia7, DocoMo8, NTT9

	Model input
	1. Received signal/estimated channel at DMRS and/or data REs and received signal on data 1,2,6,13, 22,15,3,17,10,4, 20,6,18,23,19,8, 24
 1a. additionally noise variance 1,13,24

2. Received signal/estimated channel at DMRS2,7, 8,11,12,13,16,5,23,25

	1. Received signal and DMRS sequence (superimposed signal) (Majority)
2. Estimated channel (in delay and/or doppler domain) from the received signal (superimposed signal) 1

For Tx side of two-sided model: modulated symbols and DMRS symbol5
	Received signal3, 4,6-9 

For Tx side of two-sided model: coded bit2,5,10

	Model output
	1. Estimated channel at target data and/or DMRS REs2,4,5,7,8,9,11, 12, 13,16,17,18,19,21,22,23,25
 1a. Estimated noise variance 12
2. LLRs1,2,3, 4, 6,10, 13,14,15,19,20, 22,24
3. Filtering coefficients for channel estimation 7
4. Estimated modulation symbols8
5. Equalizer coefficients6
	1. Estimated channel at target data REs1,3,4,5,6,8, 10
2.LLR2,3, 5,6,7,8,9,11,12
3.Estimated modulation symbols9

For Tx side of two-sided model: superimposed signal5
	1.LLR (majority)
2.Estimated channel2

For Tx side of two-sided model: modulated data symbols 5,2,10

	Label
	1. Ideal channel information 2, 4, 5,7,8,9,11,12,13,15,16,17,18,22,23,25
2. Known sequence/data1,2,3, 4,8, 10, 13,14,15,16,20,22,19, 24
3. Label free (unsupervised)6, 21 
4. Estimated channel using legacy/new DMRS pattern with legacy receiver4,8,13
5.  Estimated channel of adjacent RE (self-supervised)13

	1. Known sequence/data 2,3,11,12,7,9
2. Ideal channel information1,8, 10
3.Transmitted modulation symbols9
4. Estimated channel information using orthogonal DMRS4
	1. Known sequence/data1,3,10
2 Ideal channel information2
3. Label free1

	Training types assumption
	offline training

	offline training

	offline training

	KPI
	MSE, BLER, throughput, raw BER
	MSE, BLER, throughput
	MSE, BLER, throughput

	Benchmark
	With ideal channel information
With conventional receiver with sparse or legacy DMRS
	With ideal channel informal
With conventional receiver with legacy DMRS overhead
	With ideal channel information
With conventional receiver with legacy DMRS overhead

	Model location for inference
	UE-sided model for DL or NW-sided model for UL

	UE-sided model for DL
NW-sided model for UL
Two-sided model5
	UE-sided model for DL1 
NW-sided model for UL3,4,6-9
Two-sided model2,5,1

	Collaboration/interaction between UE and NW
	Similar to UE-sided or NW-sided model as NR
	Similar to UE-sided or NW-sided model as NR
Similar to two-sided model as NR
	Similar to UE-sided model as NR
Similar to NW-sided model as NR
Similar to two-sided model as NR

	Potential spec impact
	1. DMRS design
2. RAN 4: Demod requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model
Etc.

	1. DMRS design
(Including power allocation between DMRS and data)

2. RAN 4: Demod requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration), when applicable
Etc.
	1. RAN 4: Demod requirement 
2. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration), when applicable
3. Constellation design and related signalling/procedure
Etc.



CSI compression and feedback with AI
Observation 2.3
For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on CSI compression and feedback with AI.
· [10 sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC) 
· [11 12 sources] provided preliminary simulation results and analysis on CSI compression with joint source, channel coding and modulation (JSCM)
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook.
· [3 4 sources] provided preliminary simulation results (or cite to NR AI/ML for CSI compression simulation results) and analysis on CSI reconstruction with CSI feedback with SRS (assuming separate source and channel coding).
· Besides, [1 source] citing to NR study 
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table D.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table D CSI compression and feedback with AI
	Sub-use case
	Sub-case A: 
CSI compression with JSCC
	Sub-case B:
CSI compression with JSCM 
	Sub-case C: 
DLable basis/codebook
	Sub-case D:
CSI reconstruction with CSI feedback with SRS
(assuming SSCC)

	Reported companies
	(10) ZTE1, Samsung2, vivo3, {Pengcheng, ZGC}, Lenovo, OPPO, MediaTek4MediaTek1, Fujitsu, BJTU5, {BUPT, ZGC}6, CMCC
	(1112) BJTU1, Samsung2, OPPO3, {Pengcheng, ZGC}4, vivo5, CMCC, ZTE, {BUPT, ZGC}7, Fujitsu8, Apple6, Lenovo, MediaTek7
	(2) ZTE1, Samsung
	(34) Qualcomm1, vivo2, Samsung3, ZTE4

(1)LGE5  (citing to NR study)

	Model input
of decoder or model output of encoder, when applicable
	1. Compressed CSI bits (all)
1a. additionally estimated channel based on SRS2,3
1b. (for training),  assuming the model input via error bits caused by in UL transmission after legacy channel decoding4 
	UE-part model output/NW-part input:
1. Compressed CSI complex values via for UE-sided part model(all)
2. Compressed CSI complex values via a projection matrix1,2,3
3. Received signal at sparse CSI-RS and CSI-RS sequence 1,4
NW-sided input:
1. Compressed CSI complex values via a projection matrix  1,2,3,,7


	1.Amplitudes and phases obtained by a look up table based on feedback CSI bits
21a. Selected basis1
	1. Compressed CSI bits
1a CSI measurement and channel matrix feedback for subset of CSI-RS ports3 

2. Estimated channel based on SRS

	Model output of decoder or model input of encoder, when applicable
	1. (Reconstructed) Eigenvectors (all)
2. (Reconstructed) Explicit H1,2,3,4
	NW-part/side output or UE-part input:
1. (Reconstructed) Eigenvectors(all)
1a: SNR as additional input to encoder 6 
2. (Reconstructed) Explicit H2

UE-part input:
3. Received signal at sparse CSI-RS and CSI-RS sequence 1,4 
	Reconstructed Eigenvectors

	(Reconstructed) Eigenvectors
Explicit H3,4,5

	Label
	1.Eigenvectors(all)
2.Explicit H1,2,3,4
	1.Eigenvectors(all)
2.Explicit H2
	Eigenvectors

	1. Eigenvectors1
2. Explicit H2,3,4,5

	Training types
	Offline training
	Offline training
	Offline training
	Offline training

	KPI
	SGCS, NMSE, SE,
UE complexity
	SGCS, NMSE, SE,
UE complexity
	SGCS, UPT vs overhead
	SGCS, NMSE, UPT

	Benchmark
	eType II
NR separate source and channel coding
NR AI/ML CSI compression with separate source and channel coding and link adaptation1
	eType II
NR separate source and channel coding
JSCM with two-sided model1,2,3
NR AI/ML CSI compression with separate source and channel coding and link adaptation7
	eType II
	eType II
NR AI/ML CSI compression without SRS
SRS without CSI feedback

	Model location for inference
	Two-sided model
	Two-sided model
NW-sided model1,2,3,7
	NW-sided model
	Two-sided model

	Collaboration/interaction between UE and NW
	Similar to two-sided model in NR 

	Similar to two-sided model in NR 

For NW-sided model: 
no collaboration or Similar to NW-sided model in NR 
	No collaboration
or Similar to NW-sided model in NR 
	Similar to two-sided model in NR 


	Potential specification impact
	1. Necessary signalling/ procedure to support JSCC
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration 
	1. Necessary signalling/ procedure to support JSCM
2. Projection matrix design for NW-sided model, when applicable
3. Signalling/ procedure related to LCM with NW-sided model or two-sided model including inter-vendor collaboration, when applicable
4. RAN4 requirements, e.g., EVM
	1. Downloadable basis/codebook related signalling/ procedure
2. Signalling/ procedure related to LCM with NW-sided model
	1. Necessary signaling/procedure to support lower overhead and/or simpler CSI feedback
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration



AI/ML for beam management and extension
Observation 2.4
For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on AI/ML for beam management and extension.
· [7 sources] provided preliminary simulation for DL Tx beam management and analysis on inter-cell/inter-TRP/M-TRP DL Tx beam prediction and management.
·  Besides, [5 6 sources] citing to NR study for DL Tx beam management and analysis on inter-cell/inter-TRP/M-TRP DL Tx beam prediction and management.
· [3 6 sources] provided preliminary simulation results and analysis on cross frequency DL Tx beam/beam pair prediction.
· [2 sources] provided preliminary simulation results and analysis on Tx-Rx beam pair prediction. 
· [2 3 sources] provided preliminary simulation results for beam management and analysis on beam prediction for initial access. 
· Besides, [85 sources] citing to NR study for beam management and analysis on beam prediction for initial access.
· [1 source] provided preliminary simulation results and analysis on DL Tx beam prediction for spatial and/or temporal domain with additional local UE information.  
· [1 source] provided preliminary simulation results and analysis on reinforcement learning-based approach beam selection 
· [2 sources] provided preliminary simulation results and analysis on weak DL Tx beam prediction for MU-MIMO operation
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table E.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table E AI/ML for beam management and extension
	Sub-use case
	Sub-case A: 
Inter-Cell/M-TRP DL Tx beam prediction and management
	Sub-Case B:
Cross frequency DL Tx beam / beam pair prediction
	Sub-Case C:
Tx-Rx beam pair prediction
	Sub-Case D:
Beam prediction for initial access
	Sub-Case E:
DL Tx beam prediction for spatial and/or temporal domain with additional local UE information 
	Sub-Case F:
reinforcement learning-based approach beam selection 

	Sub-Case G:
Weak DL Tx beam prediction for MU-MIMO operation


	Reported companies
	(7) Nokia, ZTE, xiaomi, CEWiT, DoCoMo, , Lenovo, BJTU
(56) Qualcomm, Samsung, LGE, NVIDIA, CEWiT, {Spreadtrum, UNISOC} (citing to NR study)
	(36) Futurewei1, xiaomi2, Apple3, Google, LGE, Qualcomm
	(2) Ericsson, Nokia
	(23) Huawei, vivo, ZTE
(58) Qualcomm, Samsung, LGE, ZTE, Apple (citing to NR study)Google {Spreadtrum, UNISOC}, Nokia, Lenovo
(citing to NR study),
	(1) Huawei
	(1) Nokia
	(2) Google, Panasonic

	Model input
	Measurements from Set B of one or more TRPs/Cells 
	Measurements in frequency A 
	Measurements from Set B DL Tx-Rx beam pairs.
	Measurements from Set B of SSB
	Measurements from Set B 
And additional local UE information (moving direction and speed) as UE side model input 
	Measurements from a set of DL Tx beam scheduling stats (at the NW), Cross correlation among DL Tx beams 

	L1-RSRP for Set B beams

	Model output
	Predicted best beam information and/or predicted measurements from Set A of target cell/TRP(s) [of current or future time instance]
	Predicted cell/beam/beam pair related information of frequency B
[of current or future time instance]
	Predicted best DL Tx-Rx beam pairs information from Set A DL Tx-Rx pairs.
	Predicted best DL Tx beam information (and/or predicted measurements from Set A [of current or future time instance]
	Predicted Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Selected beam index for scheduling UE(s)
	Predicted DL Tx beam index(es) from Set A beams with lowest RSRPs 

	Label
	Measurements [or Top beams] of Set A of target cell/TRP(s)
	Measurements on cell(s)/beam(s)/beam pair(s) of frequency B
	Measurements [or Top beams pairs] of Set A Tx-Rx pair
	Measurements [or Top beams] of Set A
	Measurements [or Top beams] of Set A
	label-free (online learning) 
	Measurements from Set A beams

	Training types assumption
	offline training
	offline training
	offline training
	offline training
	offline training;
online finetuning 
(for UE side model)
	Online learning 
	Offline training

	KPI
	Prediction cell/beam/measurement accuracy,
Throughput,
RS overhead reduction
	Prediction beam/beam pair/measurement accuracy,
 RS overhead reduction
	Prediction beam/measurement accuracy,  
RS overhead reduction, throughput, L1-RSRP difference
	Prediction beam accuracy, 95th‑percentile Top‑1 RSRP error
	Prediction beam/measurement accuracy

	Throughput, End to end packet latency
	Beam prediction accuracy

	Benchmark
	Based on Set A
Based on Set B
	Measurements on cell(s)/beam(s)/pair (pairs) of frequency B
	Based on Set A
Based on Set B
Rel-19 DL Tx beam prediction
	Based on Set A
Based on Set B
	NR beam prediction with AI/ML
	Beam with largest RSRP (from the set) consider as the scheduling beam 
	based on Set A/B beams

	Model location for inference
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	UE-sided model
	UE-sided model or NW-sided model
	NW-sided model + UE-sided model without training collaboration
	NW-sided model
	UE-side model or NW-sided model

	Collaboration/interaction between UE and NW
	As UE-sided or NW-sided model in NR
	As UE-sided or NW-sided model in NR
	As UE-sided model in NR
	Similar to UE-sided or NW-sided model in NR
	As UE-sided or NW-sided model in NR
	No collaboration
	Similar to UE-sided or NW-sided model in NR

	Potential spec impact
	1. Inter-Cell/M-TRP beam prediction related singling/procedure
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. Cross frequency DL Tx beam/Tx-Rx beam pair prediction related signalling /procedure 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1.Signalling/ procedure related to LCM for UE-sided model
	1. Initial access/Random access related to beam prediction 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. As NR AI for BM;
2. Signalling/ procedure related to NW-sided model + UE-sided model.
3. Signalling/ procedure related to online finetuning, if any
	
1. Signalling/ procedure related to exploration phase (to mitigate the impact of exploration).

	1. UE reports the recommended beams 
2.
Signalling/ procedure related to LCM for NW-sided model or UE-sided model



AI/ML for (de)modulation
Observation 2.5
For 6GR AI/ML use cases identification/categorization, [65 sources] provided preliminary simulation results and analysis on AI/ML for (de)modulation.
· [65 sources] provided preliminary simulation results and analysis on modulation constellation design with the help of AI, and with non-AI or AI receiver.
· [3 sources] provided preliminary simulation results and analysis on AI-based modulation and precoding with two-sided model.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table F.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table F AI/ML For for (de)modulation
	Sub-use case
	Sub-use case A:
AI-based (de)modulation 
	Sub-use case B:
AI-based modulation and precoding

	Reported companies
	(65)ZTE1, OPPO2, vivo3, Lenovo4, Xiaomi5, Futurewei6
	(3) ZTE, OPPO, Lenovo

	Model input 
	For constellation design
1. Coded bits 1,2,3,4,5,6
2. Channel characterization and modulation order4 

For AI receiver
1.Received signal2,3,4,6
	Encoder: Coded bits
Decoder: Estimated symbols 

	Model output
	For constellation design
1. Learned constellation 1,2,3,4,5,6
2. Probability of constellation points 4

For receiver
1. (Soft) LLR2,3,4,6
	Encoder: modulated symbols after layer mapping
Decoder: Soft LLR

	Label
	Known coded bits
	 Known coded bits

	Training types
	Offline training
	Offline training   

	KPI
	BLER
	BLER

	Benchmark
	Uniform QAM with legacy receiver
	Uniform QAM with legacy receiver and NR layer mapping

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,3,4,5
2. NA (constellation learned offline jointly with AI receiver and applied during inference)6
3.Receiver-sided model2,3,4,6
	Two-sided model

	Collaboration/interaction between UE and NW
	NA
or
Similar to NW-sided model or UE-sided model in NR
	Similar to two-sided model in NR

	Potential specification impact
	1. Constellation design and related signaling/procedure 
2. Signaling/ procedure related to LCM for NW-sided model or UE-sided model
3. RAN4 requirements, e.g., EVM
	1. Modulation design and layer mapping design
2. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration
3. RAN4 requirements, e.g., EVM



AI-based none-linearity handling at transmitter or receiver
Observation 2.6
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on AI-based none-linearity handling at transmitter or receiver. 
· [5 sources] provided preliminary simulation results and analysis on AI-based DPoD/None-linearity compensation at receiver.
· [2 3 sources] provided preliminary simulation results and analysis on AI-based DPD at transmitter.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table G.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table G AI-based none-linearity handling at transmitter or receiver
	Sub-use case
	Sub-use case A:
AI-based DPoD/None-linearity compensation
	Sub-use case B:
AI-based DPD 

	Reported companies
	(5) Samsung1, Ericsson2, OPPO3, vivo4, Huawei5
	(23) vivo2, Huawei1, Nokia3

	Model input
	1. Received signal1,3,4,5
	1. Time domain samples before pre-distortion1,2,3
2. Time domain samples for calibration signals.2


	Model output
	1. Compensated signal in time domain1,2,4,5
2. Soft bits2,3

	1.Time domain samples after pre-distortion1,2,3
2. Fitted PA model2

	Label
	1. DMRS1
2. Known bit sequence2,3,4
3. time domain samples from known sequence5
	1. Time domain samples1,2,3
2. Real PA distortion2


	Training types
	Online training/finetune1
Offline training
	Offline training
Online training/finetune2

	KPI
	BLER, MPR, EVM, throughput
	BLER, EVM, MPR

	Benchmark
	Without compensation
GMP model based NC1
	No DPD

	Model location for inference
	NW-sided model
	UE-sided model

	Collaboration/interaction between UE and NW
	Similar to NW-sided model as NR
	Similar to UE-sided model as NR

	Potential specification impact
	1. RAN 4 requirements, e.g. EVM
2. DMRS/Sequence design/selection, Tx power determination
3. Signaling/ procedure related to LCM for NW-sided model 
	1. RAN4 requirements, e.g. EVM
2. Tx power determination, SRS design and/or PUSCH scheduling design for data collection
3. Signaling/ procedure related to LCM for UE-sided model 



Low overhead SRS with AI/ML for SRS
Observation 2.7
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on AI/ML for SRS
· [4 5 sources] provided preliminary simulation results and analysis on low overhead SRS with AI/ML 
· [1 source] provided preliminary simulation results and initial analysis on low PAPR SRS sequence design with help of AI/ML 
· [1 source] provided preliminary simulation results and initial analysis on AI/ML based SRS power imbalance compensation
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and analysis in Table H.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table H AI/ML for SRS
	Use case
	Sub-Case A: Low overhead SRS with AI/ML
	Sub-Case B: Low PAPR SRS sequence design
	Sub-Case C: AI/ML based SRS power imbalance compensation

	Reported companies
	(45) {Spreadtrum, UNISOC}, vivo, Huawei1, Kyocera, LGE
	(1) vivo
	(1) Huawei

	Model input
	Measurement of channel with low overhead SRS of frequency/temporal/spatial domain
1a. assistance info of estimated channel of DMRS1
	Sequence index 
	UL measured channel matrix from SRS with IL imbalance

	Model output 
	Estimated channel
	Learn sequences 
	DL channel matrix with IL compensated

	Label
	Ideal channel information
	Label free
	UL SRS measurement without IL (assuming it is compensated by UE at certain conditions) or DL CSI-RS measurement

	Training types
	Offline training
	Offline training
	offline training

	KPI
	SCGS, throughput
	PAPR, SGCS, Cross-correlation between SRS sequences
	SGCS

	Benchmark
	With legacy SRS
With ideal channel information
	Legacy SRS sequence
	1. SRS without IL imbalance; 
2. non-AI based SRS IL imbalance compensation

	Model location for inference
	NW-sided model
	NW-sided model
or 
Without model for inference
	NW-sided model

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR
	No collaboration for no model
Similar to NW-sided model in NR
	Similar to NW-sided model in NR

	Potential specification impact
	1.Sparse SRS design 
1a. Indication of the association between DMRS port and SRS port1
2. Signalling/ procedure related to LCM for NW-sided model
	1. SRS design
2. Signaling/procedure related to DLable/ULable SRS sequence, when applicable
3. Signalling/ procedure related to LCM for NW-sided model, when applicable
	1. Inference: UE reporting on the IL range for ensuring generalization
2. Signalling/procedure related to LCM for NW-sided model



AI-enabled UL precoder indication
Observation 2.8
For 6GR AI/ML use cases identification/categorization, [3 5 sources] provided preliminary simulation results and analysis on AI-enabled UL precoder indication with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table I.
Note: whether/how to capture the observation in the TR is a separate discussion.
Table I AI-enabled UL precoder indication
	Use case
	AI-enabled UL precoder indication

	Reported companies
	(35) vivo1, Fujitsu2, Samsung3, LGE4, ZTE5

	Model input
of decoder or model output of encoder
	UL precoder indicator/compressed UL precoder

	Model output of decoder or model input of encoder
	(Reconstructed) eigenvectors of UL channel

	Label
	Estimated eigenvectors of UL channel based on SRS measurement

	Training types
	offline training
online finetune1

	KPI
	SCGS, BLER

	Benchmark
	NR TPMI codebook

	Model location for inference
	No model for inference 1,2,3
Two-sided model1,2,4, 5

	Collaboration/interaction between UE and NW
	Similar to one-sided model in NR 1,2,3 
Similar as two-sided model in NR1,2,4, 5

	Potential specification impact
	1.The signaling/procedure related to the download/upload of UL codebooks/compressed UL precoder
2. LCM procedure to facilitate the training of the downloadable/uploadable UL codebooks when no model for inference, 1,2,3
3. Signalling/ procedure related to LCM for for two-sided model including inter-vendor collaboration, when applicable1,2



AI/ML based waveform for PAPR reduction
Observation 2.9
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI/ML based waveform for PAPR reduction with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table J.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table J AI/ML based waveform for PAPR reduction
	Use case
	AI/ML based waveform for PAPR reduction

	Reported companies
	(3) vivo1, Samsung2, Huawei3

	Model input 
	Symbols in frequency domain

	Model output 
	For model output of encoder for UE-sided/NW-part of two-sided model: transformed/precoded symbols in frequency domain
For output of decoder for NW-part of two-sided model: 
1. LLR1,3 
2. Symbols in frequency domain2

	Label
	Label free2,3
Known bit sequences or its LLR1,3

	Training types
	offline training

	KPI
	BLER, CCDF of PAPR(UL), throughput (DL)

	Benchmark
	DFT-s-OFDM

	Model location for inference
	Two-sided model
UE-sided model (for frequency domain shaping)1,3

	Collaboration/interaction between UE and NW
	Similar to two-sided model in NR 
No collaboration for UE-sided model1

	Potential specification impact
	1. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration, when applicable
2. Signaling/ procedure related to LCM for UE-sided model 1,3
3. Related RAN4 requirements



AI/ML based HARQ-ACK feedback

Observation 2.10
For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML based HARQ-ACK feedback with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table K.
Note: whether/how to capture the observation in the TR is a separate discussion.
Table K. AI/ML based HARQ-ACK feedback
	Use case
	AI/ML based HARQ-ACK feedback 

	Reported companies
	(32) Qualcomm, vivo

	Model input
	HARQ ACK/NACK bit sequence 

	Model output
	Learned sequences/modulated symbols

	Label
	HARQ-ACK/NACK bit sequence 

	Training types
	Offline training

	KPI
	BLER

	Benchmark
	NR RM code for up to 11bits with Maximum Likelihood (ML) receiver

	Model location for inference
	No model for inference

	Collaboration/interaction between UE and NW
	No collaboration 


	Potential specification impact
	1.Learned sequence/modulated symbols design
2.Downloadable sequence/modulated symbols related signalling/ procedure for HARQ-ACK
3. Related RAN4 requirements



AI/ML for PDCCH
Observation 2.11
For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML for PDCCH
· [one 2 sources] provided preliminary simulation results and analysis on prior-information-aided DCI decoding,
· [one source] provided preliminary simulation results and analysis on lossless DCI compression,

Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table L
Note: whether/how to capture the observation in the TR is a separate discussion.

Table L AI/ML for PDCCH
	Use Case
	Sub-Case A: Prior-Information-Aided DCI Decoding
	Sub-Case B: Lossless DCI Compression

	Reported companies
	(2) CMCC, OPPO
	(1) CMCC

	Model input
	Historical DCI payloads (including last successfully decoded DCI payload)
	Historical DCI payload

Received compressed DCI payload


	Model output
	Predicted LLR for intended DCI payload

	Predicted DCI payload

	Label
	DCI payload sequences
	DCI payload sequences

	Training types
	Offline training at the UE side
	Offline training at the NW side, and model delivery to UE side

	KPI
	BLER performance
	BER and sample-level prediction accuracy;
DCI overhead reduction

	Benchmark
	Traditional DCI decoder
	Traditional DCI design

	Model location for inference
	UE-sided model
	UE-sided model + NW-sided model

	Collaboration/interaction between UE and NW
	Similar to UE-sided model in NR
	Model transfer from NW to UE

	Potential specification impact
	1. Signalling/configuration design for prior-information-aided DCI decoder.
2. Signalling/ procedure related to LCM for UE-sided model
3. DCI dataset collection for AI/ML-based DCI prediction network training
4. AI DCI decoder/non-AI DCI decoder fallback mechanism
	1. Signalling/configuration design for Lossless DCI Compression. 
2. Signalling/ procedure related to LCM including model transfer




AI/ML for power control
Observation 2.12
For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML for power control
[one 2 sources] provided preliminary simulation results and analysis on pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL (PUSCH/PUCCH/PRACH/SRS) power control.
[one source] provided preliminary simulation results and analysis on UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE, 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table MM
Note: whether/how to capture the observation in the TR is a separate discussion.

Table MM-2 AI/ML for power control
	Use Case
	Sub-Case A: UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE. 
	Sub-Case B: Pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL(PUSCH/PUCCH/PRACH/SRS) power control. 

	Reported companies
	(1) Nokia
	(2) Nokia, Google (Cite R19 results)

	Model input
	UL SINR measurement, UE Tx power estimate (derived from Pcmax, P0, PL alpha, pathloss measurement), and PUSCH allocation size
	L1-RSRP measurements from a sub-set/set of RSs/beams (Set B).
input can consider history of measurements

	Model output
	Predicted TPC command index
	Predicted pathloss value(s) (or predicted L1-RSRP(s)) for a set of RSs/beams (Set A).
output can consider future instances

	Label
	Optimal TPC command index (offline learning)

label-free (online learning)
	Pathloss value(s) (or L1-RSRP(s)) for a set of RSs/beams (Set A)

	Training types
	Offline and Online learning
	Offline training

	KPI
	UL throughput.
	Pathloss prediction accuracy, throughput, RS overhead reduction, Complexity.

	Benchmark
	1. UL Power control with optimized OLPC parameters 
2. UL Power control with optimized OLPC parameters and possibly legacy CLPC algorithms (with 5G TPC tables).
	Pathloss estimation based on Set A
Pathloss estimation based on Set B 

	Model location for inference
	NW-sided model
	UE-sided model 
NW-sided model

	Collaboration/interaction between UE and NW
	None
	As UE-sided or NW-sided mode in nRl

	Potential specification impact
	Configurability of the values in TPC command tables or an extended TPC command table (compared to NR).
	1. Pathloss prediction related signalling/procedure
2. Signalling/ procedure related to LCM for UE-sided or NW-sided model
3. RAN4 performance requirements and test cases, including defining new requirements related to pathloss reference signal (PL-RS) measurement and activation delays of TCI state(s).



AI/ML for RACH related design

Observation 2.13
For 6GR AI/ML use cases identification/categorization, [3 source] provided preliminary simulation results and analysis on AI/ML for RACH related design
· [2 sources] provided preliminary simulation results and analysis on early contention resolution in RACH, 
· [1 source] provided preliminary simulation results and analysis on Low PAPR sequence design for PRACH
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table N
Note: whether/how to capture the observation in the TR is a separate discussion.

Table N AI/ML for RACH related design
	Sub-use case
	Sub-Case A: Early contention resolution in RACH
	Sub-Case B: Low PAPR sequence design for PRACH

	Reported
Companies
	(12) Ofinno1, Samsung2
	vivo

	Model input
	1.Received PRACH signal
(e.g., preamble waveform)1
2.  Detected PRACH signal with PDP or truncated PDP in time domain for each preamble detection window2
	Sequence index 

	Model output
	Predicted number of UEs that transmitted the same preamble for given PRACH resources
	Learned sequences 

	Label
	Ground-truth number of UEs that transmitted the same preamble
	Label free

	Training types assumption
	Offline training
	Offline training

	KPI
	Prediction accuracy of UE multiplicity, RACH access delay, first-attempt success probability, and false alarm detection rate
	PAPR/DCM, Cross-correlation between sequences

	Benchmark
	First-attempt success rate based on legacy PRACH receiver
	Legacy PRACH sequence

	Model location for inference
	NW-side model
	Without model for inference

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR
	No collaboration


	Potential spec impact
	1. Signaling/procedure related to random access for, including Mgs.3 grant for more than one UEs selected the same PRACH sequence
2. Signalling/procedure related to LCM for NW-sided model
	Standardized sequence table per required sequence length


Site Specific Learning for AI/ML using and RAN Digital Twin
Observation 2.14
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on Site Specific Learning for AI/ML using and RAN Digital Twin, 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table O
Note: whether/how to capture the observation in the TR is a separate discussion.

Table O Site Specific Learning for AI/ML using and RAN Digital Twin
	Sub-use case
	Site Specific Learning for AI/ML and using RAN Digital Twin 

	Reported Companies
	(3) DeepSig1, NVIDIA2, Huawei3

	Model input
	1.Received signal/estimated channel at DMRS and received signal on data, and the channel information generated by digital twin1,3

2.Noisy least square channel estimate on DMRS REs2 (The model is trained/finetuned with digital twin generated data)

	Model output
	 1.Decoded bit1,3

2.Denoised channel estimate on DMRS REs2 (The model is trained/finetuned with digital twin generated data)

	Label
	Ground truth of target bit1,3
Ground truth of channel2

	Training types assumption
	Offline training 

	KPI
	BLER, throughput

	Benchmark
	Legacy receiver without the help of digital twin

	Model location for inference
	NW-sided model

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR

	Potential spec impact
	1. Signalling/procedure related to LCM for NW-sided model (including the generation of RAN digital twin3)
2. Sensing results reported from UE (e.g., point cloud, multi-path power/delay/angle information, etc.) to generate RAN digital twin3



Digital twin construction related use cases 
Observation 2.15
For 6GR AI/ML use cases identification/categorization, [1 source] provided preliminary simulation results and analysis on digital twin construction related use cases,
· [1 source] provided preliminary simulation results and analysis on sensing based RAN digital twin construction with NW-side AI/ML model,
· [1 source] provided preliminary simulation results and analysis on AI/ML-enabled RAN digital twin with distributed model,
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table P
Note: whether/how to capture the observation in the TR is a separate discussion.

Table P Digital twin construction related use cases
	Sub-use case
	Sub-Case A: Sensing based RAN digital twin construction with NW-side AI/ML model
	Sub-Case B: AI/ML-enabled RAN digital twin with distributed model

	Reported Companies
	(1) Huawei
	(1) Huawei

	Model input
	Point cloud sensed by the BS with mono-static sensing and sensed/reported by UEs with bi-static sensing
	UE-part models: local sparse point cloud 
NW-part model: latent space information from multiple UEs

	Model output
	3D point cloud representing the static environment
	UE-part models: compressed latent space information
NW-part model: global point cloud

	Label
	Ground truth point cloud
	Ground truth point cloud

	Training types assumption
	Offline training
	Offline training (adopted in simulation)
Online finetuning (can be optionally considered)

	KPI
	Sensing accuracy metric: root mean square error (RMSE) of point cloud. RMSE= is the square root of the average of the squared errors between each sensed point ( in forms of coordinates) and ground truth point (in forms of coordinates) in the point cloud including n points with {x, y, z} dimensions.
	1. Overhead metric: Feedback bits per point
2.  Sensing accuracy metric: intersection-over-union (IoU), edge detection probability

	Benchmark
	BS side mono-static sensing only to construction RAN digital twin
	1. Single UE sensing (to justify sensing accuracy metric of using distributed model).
2. Raw data transmission (to justify overhead metric of using distributed model).

	Model location for inference
	NW-side model
	Distributed model: a NW-side model paired with multiple UE-side models.

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR
	Similar to two-sided model: UE reporting of compressed sensing results for inference.
Inter-vendor training collaboration between NW side and UE side.

	Potential spec impact
	1. Signaling/procedure related to bi-static sensing results reported from UE 
2. Signalling/procedure related to LCM for NW-sided model
	1. Sensing results reported from UE in forms of compressed latent message
2. Signalling/procedure related to LCM for two-sided model including inter-vendor collaboration 



AI for positioning
Observation 2.16
For 6GR AI/ML use cases identification/categorization, [1 source] provided preliminary simulation results and analysis on AI for positioning, and detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table Q
Note: whether/how to capture the observation in the TR is a separate discussion.

Table Q AI for positioning
	Sub-use case
	Sub-Case A: Positioning Case 1
	Sub-Case B: Positioning Case 3a
	Sub-Case C: Positioning Case 3b

	Reported
Companies
	(1) Ericsson
	(1) Ericsson
	(1) Ericsson

	Model input
	Time domain samples (PDP, DP), or timing/power measurements of multiple paths
	Time domain samples (PDP, DP), or timing/power measurements of multiple paths
	Time domain samples (PDP, DP), or timing/power measurements of multiple paths

	Model output
	UE location coordinates
	Intermediate positioning measurements (e.g., ToA, LOS/NLOS indicator)
	UE location coordinates

	Label
	UE location coordinates provided by PRU or LMF
	ToA; binary value of LOS/NLOS indicator; 
Label provided by LMF based on UE location coordinates
	UE location coordinates provided by PRU or LMF

	Training types assumption
	Offline training
	Offline training
	Offline training

	KPI
	CDF percentiles of horizonal accuracy
	CDF percentiles of horizonal accuracy
	CDF percentiles of horizonal accuracy

	Benchmark
	DL-TDOA
	UL-TDOA
	UL-TDOA

	Model location for inference
	UE-side model
	gNB-side model
	LMF-side model

	Collaboration/interaction between UE and NW
	LMF provides to UE all assistance information from legacy UE-based DL-TDOA, other than info #7 (Geographical coordinates of the TRPs) 
	gNB and LMF coordinate to configure SRS transmission by UE 
	gNB and LMF coordinate to configure SRS transmission by UE 

	Potential spec impact
	Signaling related to the AI/ML functionality; Training data generation; Data collection; Model monitoring
	Training data generation; Data collection; Model monitoring
	Training data generation; Data collection; Model monitoring




improved scheduling/HARQFor for token AI/ML related traffic service 

Observation 2.17
For 6GR AI/ML related service, for 6GR AI/ML use cases identification/categorization, 
· [2 8 sources] provided preliminary simulation results and analysis on improved scheduling/HARQ for token traffic, 
· [1 source] provided preliminary simulation results and analysis on transmission for audio token traffic 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table R.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table R for AI/ML related serviceimproved scheduling/HARQ for token traffic

	Use case
	Sub-Case A: Improved scheduling/HARQ for token traffic
	Sub-Case B: Transmission for audio token traffic

	Reported companies
	(8) Huawei1, OPPO2, Google3, CMCC4, Lenovo5, CAICT6, Pengcheng Lab7,BUPT8
	(1)vivo1

	Model input
	Tokenizer model:
• Input: Raw data (e.g., image/video/audio/text, etc.)
De-tokenizer model: 
• Input: Tokens 
	Tokenizer model:
• Input: Raw data (e.g., audio, etc.)
De-tokenizer model: 
• Input: Received tokens

	Model output
	Tokenizer model:
• Output: Tokens (e.g., tokenized image/video/audio/text)
De-tokenizer model: 
• Output: Inference results for downstream tasks/Raw data (e.g., image/video/audio, etc.) 
	Tokenizer model:
• Output: Tokens (e.g., tokenized audio), in the form of bits or modulated symbols  
De-tokenizer model: 
• Output: reconstructive raw data (e.g., audio, etc.) 

	Label
	Training at OTT, transparent to RAN
	Original audio data 

	KPI
	Supported number of UEs, achievable throughput 
	Coverage gain for acceptable PSEQ/MOS level, supported number of UEs

	Benchmark
	NR scheduling/HARQ mechanism without knowledge of Token traffic
	Legacy design without aware of audio token traffic
Note: AI/ML based source coding for both benchmark and proposed use cases

	Model location for inference
	Transparent to RAN
	The tokenizer model is at UE
The de-tokenizer model is at NW/OTT server

	Collaboration/interaction between UE and NW
	Transparent to RAN
	Collaboration/interaction for two-sided model 

	Potential specification impact
	• Service awareness in RAN
• Token error identification, new scheduling and HARQ 
	• Service awareness in RAN
• New scheduling and HARQ
• New protocol design cross layers for audio
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