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1. Rapporteur calls plan before SA5#145e 
Topics:
· FS_NSCE (Yu Xiao bo)

· Asynchronous operations (Joey Chou)

· FS_FSEV (Zhang Jian)
· FS_ANL, FS_ANLEVA

· FS_MANWDAF (Zhao Song)
All the draft for discussion please uploade to https://www.3gpp.org/ftp/Email_Discussions/SA5/OAM%20rapporteur%20calls/Rapporteur%20call%20%23144e 
2. Schedule for rapporteur calls:
	Rapporteur calls
	Date Time
	Potential Topics

	#144e.1
	15:00 CEST~17:00 CEST
	1. FS_MANWDAF
New key issue for the performance managementmeasurement of the NWDAF related on service outputanalytics result generation (China Telecom)
N: what change is needed in the specification? Latency is only one measure for NWDAF. Another dimension is the quality of the output, and there might be a dependency between response time and quality. How to balance between quality and response time? Further, if "load" of NWDAF is measured by latency, i.e. response time for inference, then this neglects the load needed to collect the data nor to perform training of the model. How to take the effort into account, that has been spent in data collection and training?
VZ: how to dynamically adjust NWDAF performance based on number of input data points? clarify on the quality of input data, whether it’s discussed in SA2?
NEC: the performance is use case specific. How is it useful to consumer? 
N: the quality depends on many factors esp for using ML. 
Add potential solution related with number of subscriptions and notifications for NWDAF Data Collection(China Mobile)
N: 1. Solution is not related to description.

2. the number of subcriptions is not related to performance of data collection process.  The idea to count subcriptions of notification is not acceptable to Nokia. We are open for other methods.
CT: maybe there are other better way to measure NWDAF esp In the context of SBA. 
2. FS_NSCE
FS_NSCE – SA5 questions for resolving the open issues
S: we are converting the exising MnS to new one and use CAPIF to expose the new MnS. Why we need to create this adaption layer?

E: support Samsung comments. 
NEC: Samsung comments "“simplification, filtering and abstraction” were out-of-scope of SA5" . I thought this is in the scope of EGMF in 28.533, so why do you think this is out of scope of SA5?
HW: clarify whether Samsung is ok with EGMF, but not ok with translation?
S: the authorization of using MnS A is EGMF. 
HW: for detail func, need to consider to elaborate in 28.533. CAMARA uses “tranalation” , need to clarify the meaning. We use “simplification, filtering and abstraction”. Need to clarify the difference with “translation”.
S: EGMF is still not clear. Text in TS 28.533 needs to be revisited. 
HW: ok to revisit 28.533 with more elaboration and clarification.
N: agree that EGMF is not clearly defined. “simplification, filtering and abstraction” needs to be clarified. Suggest to discuss the task first , not talking about names for now.
What exactly is the definition of:

    * "Exposure governance"

    * "Translation"

    * "Simplification, filtering and abstraction"

    * "Granular access"

   and what exactly is the difference between them? They are pretty fuzzy, especially "exposure governance", which might include everyting and nothing.

   My proposal would be to use different terms, which relate to concrete tasks in handling the management data:

    * Filtering, i.e. drop certain information elements. This can be done (partly) already today.

    * Access control

       - This might include access control on individual objects and attributes

       - This is filtering, just triggered differently.

       - We have to be little bit careful because our IR is not through yet! On the other hand, Deepanshu already presented a proposal for this.

    * Model transformation

       - Translation, abstraction

       - This means the model changes, not only filtering off of information elements
NEC: ask to be included in email discussion. 
A: way forward: 
· suggest to clarify the terms first. Xiaobo will trigger email discussion on the alignment of different meaning of terms before SA5#145e.
· clarify on the relation with CAMARA translation. 


	#144e.2
	15:00 CEST~17:00 CEST
	1. Async
S5-225x00 DP of async.pptx
S: clarify partially fail. The requirement has been removed.
I: agree to remove partial fail.

N: partial rail is always happen, why we need requirements for that?

Is it related to intent driven management? They look like same pattern. Should we move this discussion to intent discussion?

I: intent is another layer higher. 
N: NetworkSlice MOIs are shared by multiple operators should have same administrative /operation state.
S: We shall not mix Intent with this discussion. We have a Rel-18 study for Intent based slice management..
HW: in 28.541, currently a networkslice MOI can be shared between multiple customers. It should be possible that each customer has a different view on the administrativeState attributes. Same for the attribute capturing the progress of the MOI creation or allocation. This is not possible so far. 
I: ask to get opinions on the following questions:
Q1: Should a consumer be left waiting indefinitely after submitting a long-running operation (e.g., createMOI, allocateNSI, allocateNSSI)?

· I: No. 
· N: No. createMOI can immediately get reponse, but it doesn’t mean the corresponding resource are ready.

· HW: createMOI can also use for network slice. For network slice is also time consuming. 
· S: the question is wrong, esp with the examples in brackets. The consumer will not be left waiting. Propose to change to “a consumer should not be left waiting indefinitely after submitting a long-running operation and should be informed about the progress” .
· Agree on “a consumer should not be left waiting indefinitely after submitting a long-running operation and should be informed about the progress via notification or query”
Q2: Should there be a common solution for eECM and eNETSLICE_PRO?
· I: should not have common solution. 
· S: for long run operation, they can be same. Both allocateNSI and createMOI can all support long run operation, the progress notification should be the same. There are two solutions: one is job based, and another is state based. The selection of solution should apply for both. What does allocate mean in context of eECM?
· N: the state based solution is not specific for any operations. The state management is needed anyway, independent from sync or async. 
· Need more discussion. 
Q3: Should a consumer be agnostic to the underlying operation of management services (e.g., be aware of the synchronous or asynchronous nature of an operation)?
· Agree on consumer should be aware of the underlying operation of management services(sync or async).
· Scenario 1: the consumer should use different operations to differentiate sync or async.

· Scenario 2: consumer could use the same operation but get different response to differentiate sync or async. 
· Need more discussion.
To support async – analysis of CreateMOI and allocateNsi 20220728.pptx
S: we don’t use createMOI for creating networkslice object.
P5: do we need to add related stage2? 

HW: agree to add new status information in stage 2. Operator can use createMOI for create networkslice instance.
S: Samsung proposed status information in previous meetings. TS 28.531 doesn’t use createMOI for creating networkslice. Like to scope the discussion in the context of 28.531. Agree this is a simple solution. 
I: we can do the same for createMOI status parameters in the output.
N: if application layer needs this information, should be modeled in NRM. Should not mix the information in the application and protocol does. Should not only have such info in http code while not in the NRM.
HW: If a NSI is allocated to the two operators, the progressMonitors may not need to be same for different operators. The value should be different per customers. 
S: valid question from Jean-Michel. How can we achieve that with NRM?
N: whether a NSI object should be shared for different operators. The idea of slicing is to share network resource, but not share the network slice instance. 
HW: the current solution can support one network slice instance to be shared by multiple tenants. 
· Need more discussion, especially consider how to handle a network slice instance is shared by different tenants scenario. 
2. FS_FSEV
S5-225xxx Discussion paper on FSEV study.docx
Whether exiting FM and PM can support the scenarios of (1)~(4) in Figure 1? How to identify alarms which have network and service impacts from other alarms which have no impact? 
· HW: the existing FM and PM can not support 1+2+3+4. 

· N: which FM/PM you are referring? Fault prediction is using data generated from fault supervision . Fault prediction could also use data from PM , FM etc.

MDAS already could consume PM/FM and provide analytics information. 
· HW: Fault supervision could include existing capability and fault prediction.  MDAS doesn’t provide service related anomaly information.

· N: multiple layers of data: 

Layer 1 : generated data from fault supervision
Layer 2: management services (e.g. analytics) consume the layer 1 fault data, performance data etc. from different source .(e.g. MDAS )

Layer 3: close loop services
HW: abnormally event is extension of MDAS with including service related information. Could map to the layer2 above. 
CMCC: need another layer to coordinate and correlate different services in high level. 
-> Need more discussion. 



