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Introduction
[bookmark: _Ref178064866]This report provides a summary for the following post-meeting email discussion:
· [POST132][008][6G] UE capability pain points (Xiaomi)
	Intended outcome: Identify and capture the pain point issues (including root causes).   Identify what RAN2 can focus on and which ones impact other WGs.   Find a way to provide examples or demonstrate the identified pain issues to other WGs.   
	Identify what contributes the most to the overhead/complexity 
	Deadline:  Long

This post meeting email discussion is targeting to have two phases:
Phase 1: Identify pain points and root causes
Comments are welcome to the listed pain points and root causes. Meanwhile, companies are also welcomed to provide examples (e.g., field data, analyzed log, etc) to demonstrate the complexity/overhead. Companies may also add new pain points and root causes into new (sub-)sections if needed. Earlier and interactive inputs are welcomed.
Phase1 Deadline: 19th Dec, 2025
Phase 2: Identify RAN2 focused area and impact to other WGs
Based on inputs during phase 1, phase 2 will categorize pain points and root causes from phase 1 inputs, then identify which one(s) contributes to the overhead/complexity most. RAN2 focused areas and other WGs impacts based on the identified pain points/root causes will also be discussed.
Phase 2 Deadline: 23rd Jan, 2026
Companies providing input to this email discussion are requested to leave contact information below.
	Company
	Name
	Email Address

	Xiaomi
	Ziyi Li
	liziyi5@xiaomi.com

	OPPO
	Qianxi Lu
	qianxi.lu@oppo.com

	vivo
	Xiang Pan
	panxiang@vivo.com

	Ericsson
	Lian Araujo
	Lian.araujo@ericsson.com

	CATT
	Tangxun
	tangxun@catt.cn

	MTK
	Mutai Lin
	morton.lin@mediatek.com

	Samsung
	Youn Heo
	Youn.heo@samsung.com

	Futurewei
	Chunhui Zhu
	czhu@futurewei.com

	CMCC
	Li Chai
	chaili@chinamobile.com

	ZTE
	Wenting Li
	li.wenting@zte.com.cn

	KDDI
	Hiroki Yamazaki
	hr-yamazaki@kddi.com

	Huawei, HiSilicon
	Zhenzhen Cao
	caozhenzhen@huawei.com

	NTT Docomo
	Riki Okawa
	riki.ookawa.rp@nttdocomo.com

	Nokia
	Andrew Lappalainen
	andrew.lappalainen@nokia.com

	LGE
	Han Cha
	han.cha@lge.com

	AT&T
	Ralf Bendlin
	rb691m@att.com 

	Verizon
	Vishwanath Ramamurthi
	Vishwanath.ramamurthi@verizonwireless.com 

	Apple
	Yuqin Chen
	Yuqin_chen@apple.com


Phase 1 Discussion
This section summarized the pain points and root causes (if any) from contributions submitted to RAN2 #132 meeting.
Problem 1: Capability Signalling Size
Almost all companies acknowledge that the significant signalling size is the key problem/pain point of 5G UE capability. From contributions, several common reasons were mentioned:
· [bookmark: _Hlk216051359]Root cause 1: Significant number of CA and related UE capability parameters; [R2-2508445 (Apple), R2-2508044 (Vivo), R2-2508076 (Xiaomi), R2-2508113 (Oppo), R2-2508616 (Huawei), R2-2508732 (Ericsson), R2-2508868 (Qualcomm), R2-2508876 (Samsung), R2-2508509 (ZTE), R2-2508097 (CATT), R2-2508839 (CMCC), R2-2508209(Sharp)]
· Root cause 2: Multiple band combination list e.g., for regular CA and for UL Tx Switching [R2-2508732 (Ericsson), R2-2508445 (Apple), R2-2508616 (Huawei), R2-2508076 (Xiaomi), R2-2508509 (ZTE)]
· Root cause 3: Same value for capabilities for some/all bands/BCs (e.g., capabilities across all CCs/band/BC); [R2-2508445 (Apple), R2-2508076 (Xiaomi), R2-2508097 (CATT), R2-2508113 (Oppo), R2-2508616 (Huawei), R2-2508732 (Ericsson), R2-2508509 (ZTE)]
· Root cause 4: Overclassified finer granularity [R2-2508616 (Huawei), R2-2508445 (Apple), R2-2508076 (Xiaomi), R2-2508322 (Nokia)]
· [bookmark: _Hlk216049729]Root cause 5: Inefficient BC entry structure [R2-2508732 (Ericsson), R2-2508868 (QC), R2-2508876 (Samsung)]
· Root cause 6: Not well-used FeatureSet and FeatureSetCombination [R2-2508732 (Ericsson), R2-2508445 (Apple), R2-2508044 (vivo), R2-2508868 (QC), R2-2508509 (ZTE), R2-2508668 (NEC)]
· [bookmark: _Hlk216049028]Root cause 7: Pairing between DL and UL cannot be indicated flexibly [R2-2508616 (Huawei), R2-2508509 (ZTE)]
· Root cause 8: Complex/none-forward compatible RF requirements [R2-2508076 (Xiaomi), R2-2508322 (Nokia)]
· [bookmark: _Hlk216882839]Root cause 9: Multiple bandwidth classes & fallback groups lead to more band combinations. Consider e.g. FR1 bandwidth class “B” and “C”. Both means UE can support 2 contiguous CCs. If UE wants to report support for both B and C in a band, it will increase number of BC involving that band significantly (possibly with a factor of 2). (Added by Ericsson during the email discussion)
· Root cause 10: Eliminating multiple subcarrier spacings supported per band will lead to simplifications in capability signaling, (Added by Ericsson during the email discussion)

If this problem is agreeable, please indicate which root cause(s) listed above that can be agreeable, and add new root cause(s) if it is not mentioned above. Please also list the corresponding example(s) for both listed and new root cause(s), rapporteur will consolidate all examples in 2nd phase and facilitate the discussion of identifying which root cause contributes the most. Separate item/row is preferred if multiple root causes are identified:
	Company
	Please indicate which root cause(s) above is agreeable and input new root cause(s) if any
	Example
(e.g., signalling, field data, analysed log, etc)

	OPPO
	Root cause 2
	

	OPPO
	To enhance signaling efficiency, two primary approaches can be considered. First, we can optimize the ASN.1 syntax structure by identifying and eliminating redundant elements (as already been done here in the other root cause). Second, we may apply compression algorithms to the generated capability messages to further reduce their size. Both methods aim to improve overall system performance through more efficient data transmission.
	As demonstrated in our previous study (R2-2508113), conventional compression algorithms - including Deflate, LZMA, and PPMD - typically achieve an average compression ratio of approximately 50%, which proves the redundancy in the current capability signaling in the level of ~50%.
[Rapp] Rapporteur sees the intention of introducing compression algorithms to directly reduce the size of reported capability signalling, which has been discussed in Rel-16. Since this email discussion is focusing on identifying the root cause, rapporteur suggest company to raise the solution based on contribution when addressing the issue.

	vivo
	Cause 1
	[image: ]
The signaling of UE NR capability is illustrated in the above figure. It can be observed that excessive number of band combinations leads to an almost linear growth in the size of rf-Parameters.
We further analyzed the log of commercial UE and observed that even though the network used a filter to allow the UE to only report BCs that include bands 28, 41, and 79, the UE still reported 21 BCs formed by bands 28, 41, and 79. 
Thus, reducing the number of BC could significantly reduce the  signaling overhead of capability information.

	vivo
	Cause 2
	[image: ]
The current relationship between signaling of band combination for CA and ULTxSwitch is shown in the above figure. It can be observed that both BandCombination-UplinkTxSwitch and SupportedBandCombinationList contain the BandCombination IE.
Furthermore, in our logs, we observed that certain parameter values under the same band combination, e.g., ca-BandwidthClassUL, are the same between BandCombination-UplinkTxSwitch and SupportedBandCombinationList.

	vivo
	Cause 3/ Cause 4
	Based on the analysed log, we observed that mimo-ParametersPerBand includes a large number of capability parameters, while the values of most of these parameters the UE signalled are the same across all the supported bands, e.g., maxNumberConfiguredTCIstatesPerCC; 
maxNumberActiveTCI-PerBWP;
pusch-TransCoherence;
periodicBeamReport;
aperiodicBeamReport;
…
We think Cause 4 is similar to Cause 3, i.e., the same value for capabilities for these parameters is due to unnecessary overclassified finer granularity. 

	vivo
	Cause 6
	Based on the analysed log, we observed that the UE reported 21 BCs formed by band 28, 41 and band 79, while no single featureSetCombination was used twice across these combinations. 

	Ericsson
	Root cause 1
	Agree. We would like to emphasize that while the capability size (in bytes) is an issue in itself, but the number of BCs has a direct connection to the processing cost that gNB need to spend on validation of capabilities when figuring out how to configure UE. Reduction of number of BCs signalled and also the number of capabilities signalled per BC needs to be a priority. 
Another observation is that even if UEs do not support capabilities, these capabilities may still consume bits in the ASN1 signalling. The solution is to define fewer capability IEs.
The number of reported BCs depends heavily on the number of bands the operator has deployed. There are operators where we today commonly see more than 200 BCs being reported by UE, with some extreme examples going above 500 BCs.

	Ericsson
	Root cause 2
	Agree. Having multiple lists also introduces some ambiguity on fallback rules. E.g., does gNB need to try to validate a single-CC UL MIMO configuration towards the TxSw BCs, or could UE signal support for UL MIMO only in the TxSw BCs?

	Ericsson
	Root cause 3
	Agree

	Ericsson
	Root cause 4
	Agree. We understand there exist needs of conveying RF-related limitations on a quite detailed level. Per-BC and per-FS capabilities should primarily be used to indicate such RF-related limitations, not to signal envelope limitations that are more or less independent of the exact BC. If moving an envelope limitation from per-BC level to per-UE level means that in some cases a somewhat pessimistic capability is used, this might be ok.

	Ericsson
	Root cause 5
	[bookmark: _Hlk218063742]Agree. There are several examples of capabilities defined per-BC in NR, where the intention is to convey a UE envelope limitation, e.g. total number of CSI-RS ports, max aggregated BW etc. These should be defined on a per-UE level instead. Other examples include indication of same value for all BCs of same type, e.g. UL CA FDD+TDD, while for other BC types the capability is irrelevant and hence not included.
Envelope limitation examples: maxNumberSimultaneousNZP-CSI-RS-ActBWP-AllCC,, totalNumberPortsSimultaneousNZP-CSI-RS-ActBWP-AllCC, simultaneousCSI-ReportsAllCC, codebookParametersPerBC-r16 , codebookParametersAdditionPerBC-r16 , codebookComboParametersAdditionPerBC-r16 , supportedAggBW-FR1-r17
Only relevant for certain BC types and irrelevant otherwise: diffNumerologyWithinPUCCH-GroupSmallerSCS, diffNumerologyWithinPUCCH-GroupLargerSCS

	Ericsson
	Root cause 6
	Agree. Reuse of FSC for multiple BC is limited. The amount of reuse of FSC across BCs varies depending on deployments. Calculating the number of BC divided by number of FSC and averaging this value across UEs, this ratio varies between 1.1 and 2.1 when studying data from seven networks.

	Ericsson
	Root cause 7
	Agree.

	Ericsson
	Root cause 8
	Agree. Complicated for gNB to validate several IEs on the same area, for something simple like figuring out what BW that can be configured.

	Ericsson
	Root cause 9
	RAN4 needs to consider this in their work.

	Ericsson
	Root cause 10
	The 6G SI takes steps in the right direction here.
[Rapp] it seems this root cause is more or less related to too much flexibility/options. Rapporteur summarizes this root cause together with Problem 4.

	CATT
	Root cause 1-9
	Agree.

	CATT
	New Root cause 11
	· Root cause 11: Multiple/Inconsistent capability parameters for features across different branches. For instance, when determining the channel bandwidth supported by a specific band in a band combination, the network must cross-reference three distinct capability parameters from different branches: channelBWs in BandNR, supportedBandwidthCombinationSet in BC and supportedBandwidth in FeatureSet. (Added by CATT during the email discussion)
[Rapp] Rapporteur thinks this has been covered by root cause 9. Please see the corresponding summary.
6G UE capability framework should avoid to acquire a single capability from multiple branches as far as possible, so as to reduce the complexity of processing and retrieval.

	MTK
	Root cause 1, 2, 3, 4, 5, 6, 7, 8
	Root cause 1, 4, 5, 6, 7, 8: The % of the whole container: BC list and extensions 40 ~ 50%; FSC/FS and extensions 35 ~ 45% according to field trial log.
Root cause 2: Though we think it is more related to the complexity pain point, the additional ULTxSwitching BC list could contribute more than 5% when the supported BC number goes up to 15 according to field trial log.
Root cause 3: Take FG 2-36/2-40/… family as example, though the size reduction gain (contributed to the whole container) is less than 1.5% by switching from R15 to R16 signaling, the size difference in bits can still allow few more BCs to be reported. Furthermore, some other root causes we observed here are:
3.1. Extension IE overhead (defeating the benefit of using R16 IEs)
3.2. Multiple codebook placeholders but some never deployed
[Rapp] for 3.2, rapporteur categorizes this in Problem 4 summary.

	Samsung
	All root causes
	We support all root causes. Just to check if our understanding is correct, we wonder if root cause 3-6 could be grouped to one cause i.e. inefficient granularity of capabilities. For example, if we see the same values are repeated across CCs in a band or in  a BC, it might mean that it can be defined as per band or per BC instead of FSPC.  In addition, finer granularity seems to also refer to the issue related to FS or FSC.  
Just to clarify, we observe that FS is quite helpful to reduce signaling overhead. However, we agree that FSC has not provide signaling reduction than we expected.

	Samsung
	Root cause 1 and 3
	Some examples of the issues observed in the field due to capability signalling size are as follows
1. In DUT, ueCapabilityEnquiry is received with 3 rat-types: eutra, nr and eutra-nr. When preparing the UE capability information, the total length exceeded the PDCP size limit. The UE prioritized eutra and nr capabilities and excluded MRDC. Consequently, the UE Capability Information lacked the supportedBandCombinations needed for NSA configuration. 
2. Due to size limitation, some of NR SA CA combinations are skipped. Service Request procedure was failed and no internet issue observed. 
3. NRCA combination missing due to MAX combo size exceed than max PDCP SDU size and segmentation was not allowed. To avoid this customer requested to limit number of band combinations to specified values.

	Samsung
	Root cause 5
	RAN1 introduced some baseband capabilities that are applicable across bands in the band combination although it is also defined per band (i.e. per band and per band capabilities). Given that the actual capabilities are indicated in per BC, it would also increase UE capability signaling size. 


	Samsung
	Root cause 6
	UE reports the following BC with FS/FSPC:
n2AA-n5A-n48A-n77C / n2A-n5AA-n48A-n77C/ n2A-n5A-n48AA-n77C / n2A-n5A-n48A-n77CA. Here, the DL feature is same for all BC but only UL features are different.


	Futurewei
	Root Cause 1 - 8
	We note that some root causes are unavoidable. For example, we will have more bands and hence more band combinations. We should focus on building a better feature set structure to eliminate duplications and on avoiding signalling overheads (e.g., compression).

	CMCC
	Root cause 1, 2, 8
	For example, there are too many  UE capability parameters including per UE, per band, per FS, and FSPC, etc.. And a large number of band combinations lead to redundancy and complexity.

	ZTE
	Part of Root Cause 1 and Root cause 5
	For the root cause 1
“Significant number of CA and related UE capability parameters;” We think this bullet include 2 parts, the first part is about too many band combinations, the second part is about the two many per BC (for CA) level parameters.
If this understanding is correct, we agree with the first part. For the second part, it depends on whether these multiple parameters per BC (for CA) would lead to different BC reporting, but we have not observed this so far.

For the root cause 5:
We are not sure whether it means that the UE reports too many BCs, even for BCs with the same band index/number. If this is the case, it seems to partially overlap with Part 1 of Root Cause 1.
Alternatively, another understanding is that Part 1 of Root Cause 1 focuses on the excessive number of CA BCs defined in the specification, while Root Cause 5 means that the UE cannot report BCs efficiently. As shown in Table 1 below, the UE reports 10 BCs for the BCs with bands 28/41/79.
If this understanding is correct, we agree with this root cause, but we believe it is not an independent cause, and it is also related to the method of associating BCs with FS/FSPCs.
[image: ]

	ZTE
	Root Cause 2
	Agree

We think the key reason is that the UE with later release version can only support the lower capabilities that are incompatible with the early version (e.g UL tx switching, LBCA). To avoid the NBC issue, a new additional signalling branch is introduced.

	ZTE


	Root cause ¾ (see comments)
	We think the root cause 3 and 4 are dependent, which can be considered together. Because of the “Over classified finer granularity” and also because of the different UEs’ different implementations, for the same feature/capability parameters, different UEs may support different granularities. 

For example, the UE 1 may support feature 1 as a per UE feature (report the same capability for  all of the bands), but the UE 2 can only support it as a per band feature (report different capabilities for different bands).

From the specification aspect, to keep safe, it’s always preferred to define finer granularity by considering most complicated cases. 
However, when it comes to the UE/Chip implementation, it depends on the UE, some UE may need to report it with a coarser granularity.

For example, in the case of per-BC CSI-RS-related capability reporting (Table 2 in paper R2-2508509), some UEs report the same capability values across all band combinations. Even in such cases, the UE is still required to report these capabilities per BC. But it not happened for all of the UEs.[image: ]


	ZTE

	Root cause 6
	For the FeatureSetCombinations, based on capability reporting from some commercial UEs, one UE reports 58 FeatureSetCombinations, but only 4 are reused; another reports 158, with only 33 reused. This means the UEs report 191 Band Combinations (BCs) using 158 FeatureSetCombinations.  
For the Featureset, we observe that the reuse rate of featureSetDL/UL is high, but the reuse rate of the Featureset is low. Furthermore, a featureSet inherently contains both downlink and uplink components, which undermines the potential gains of DL and UL decoupling.[This is also related to the root cause 7]

	ZTE
	Root Cause 7
	Agree 
Taking Table 1 from a commercial UE log as an example, the UE reports BCs for the combination of bands 28, 41, and 79, with up to 10 BCs listed. Among these 10 BCs, there are three different DL combinations. For each DL combination, there are three or four UL combinations. In other words, 3 or 4 UL combinations share the same DL combination. However, the UE still need to report 10 BCs for this case.
[image: ]
Even if a super BC (with DL bandwidth classes a, c, and c, and UL bandwidth classes a, c, and a) were used with 10 FeatureSetEntries under the current FeatureSetCombination structure, the DL repetition in each FeatureSetEntry would still be unavoidable.
The root cause is that a featureSet inherently contains both downlink and uplink components, which undermines the potential gains of DL and UL decoupling
[image: ]


	ZTE
	Root Cause 10
	We agree this exists in the 5G.  However, in the 6G, one band may only support one SCS. 

	KDDI
	Root Cause 1
	In 4G, when UE Capability size increased too much, some older base stations could not handle it. This happened because adding new features, CA band combinations and new RAT in each release increased the UE Capability size. For 6G, it is important to ensure that even with new features and band combinations, the UE Capability size does not increase.
In addition, it is important to ensure that adding new 6G capabilities does not lead to an increase in the UE Capability size for 4G and 5G. For example, when 5G NSA capabilities were introduced, the UE Capability size for 4G increased.

	Huawei, HiSilicon

	Root Cause 1,2,3,4,5,6,7
	Cause 1: Although the increase in bands and band combinations are unavoidable as it is based on operator’s requirement, there are many cases where different bands may have the same capability (e.g. due to adjacent frequency bands, e.g. n1 and n3) and such overhead should be avoided. This is also related to Cause 3 and 4.
Cause 2: A single-UL carrier combination needs to be reported separately in legacy CA BC list, even though it is a fallback of an uplinkTxSwitching combination reported in uplinkTxSwitching BC list. 
Cause 7: Assuming three-band CA is supported in DL and single carrier is supported in UL, multiple BC entries are needed to report the single UL band paired with each individual DL bands, e.g. band1(A/A)+ band2(A/~)+band3(A/~), band1(A/~)+band2(A/A) +band3(A/~), band1(A/~)+band2(A/~) +band3(A/A). It is observed this kind of DL/UL pairing brings around 25%~35% additional BC reporting in the field.
Cause 5-6: The examples include: 
[bookmark: _Hlk218064371]1) some perBCperband capabilities are indicated in perBC level outside of FSC, e.g. SRS antenna switching and SRS carrier switching capabilities.  When this kind of capabilities are different between combinations, the same FSC ID cannot be reused, and separate BC entries are needed. That’s one of the reasons why FSC ID is hard to be reused.
2) some capabilities are defined redundantly in both FSDL and FSUL, e.g. SRS resource capability. 
3) the structure of FeatureSetCombination itself brings negative impact on Signalling overhead when there is only one FeatureSetPerBand for each band. Unfortunately, one FeatureSetPerBand is the typical case in the field. 
Taking a three-band BC as an example, the overhead of the FeatureSetCombination structure is, 10bit(length of 1024 FSC ID)+5bit(max 32 simultaneous bands in a BC)+3 (number of bands)*(7bit (max 128 FeatureSet per band))+1bit(CHOICE structure))=39bit


	Docomo
	Root cause 1, 2, 4 and 6
	[bookmark: _Hlk218008196]On root cause 2, UL Tx switching requires reporting the band combination using a dedicated signal for each switching combination. In addition, separate signaling is required to report the band combination for each of the four switching types:
(1) 1Tx–2Tx switching with two bands,
(2) 2Tx–2Tx switching with two bands,
(3) 1Tx–2Tx switching with three or four bands, and
(4) switching using a 3‑Tx chain.
This resulted in an increase in the signaling size.
Root causes 4 and 6 are related to each other. We need to discuss to potentially find a good trade-offs between flexibility of implementation and signalling reduction.

	Nokia
	All (to varying degrees)
	Cause 1, 3, 4, 5: Quite likely these issues can be considered jointly (at least to some extent). We should further analyze these cases to understand what we can do on the RAN2 side proactively (without guidance to/from other WGs) and what we need to discuss further with RAN1 and/or RAN4 first. For example, cause 3 (high reuse of capability values) might factor directly into discussions on how to address cause 4 (overclassified granularities) and cause 5 (inefficient BC signalling). Since capability value reuse has been observed as a trend in NR, perhaps we can consider different approaches to the 6GR capability structure based on that type of assumption. On the other hand, we do not deny that RF / BB limitations for different bands/BCs exist, so obviously we cannot totally flatten the structure at the expense of eliminating differentiation; however, how we support that differentiation/flexibility while still aiming to send information compactly needs to be studied. As a starting point, we suggest that RAN2 could analyze the non-CA and CA cases separately, which would help identify commonalities and differences in the requirements for each case, and where we can focus relevant improvements.
Cause 6: Prefer to come back to this after analyzing some of the other problems first. Our concern is that focusing on this issue early on may lead us to pursue the wrong objective (i.e. aiming to increase feature set / feature set combination reuse instead of aiming to define a compact but flexible capability structure [note: we acknowledge these are not necessarily conflicting goals]).
Cause 2, 7 and cause 8: RAN2 can probably take these intentions into account in the signalling design without needing to check further with RAN1/RAN4 (although we can still inform them about this design intention from the RAN2 side).
Cause 9 and Cause 10: Agree, but we don’t think RAN2 can do anything about this unless the intent is to raise them with RAN4 and RAN1, respectively (however we understand these WGs are already considering these details in the 6G study).

	LGE
	Root Cause 2
	We think that two kinds of BC signalling may bring duplicated signalling even though they indicates the same BC capability, in which should be optimized.

	LGE
	Root Cause 3, 4
	We think that these root causes are mainly about duplicated signalling that can be optimized to reduce the signalling size across the multiple BCs.

	LGE
	Root Cause 6
	We acknowledge that FeatureSetCombination is rarely used for multiple band/band combination. The way of defining FeatureSetCombination is not flexible enough to be common for multiple band/band combination.

	Verizon
	Root Cause 1, 2, 3, 4, 5, 6
	All of these may be related to each other. Large number of band combinations does exist and likely would increase, so need to consider how UE capability is efficiently communicated with least overhead. 

	Apple
	Root Cause 2;
Some pure RAN2 cases of Root Cause 3
	For Root cause 3, we think the “per band” capability introduced in TEI16 to address the “FRx/xDD” differentiation should be avoided (note that this is a pure RAN2 decision).
For other root causes which mainly reside in RAN1/RAN4 domain should be decided/confirmed by RAN1/RAN4 instead of RAN2.


If companies don’t see the pain point as a problem or an area to be considered in 6G UE capability complexity/overhead reduction, please comment in below the reason and justification.
	Company
	Comment on Pain Point

	OPPO
	Regarding Root Cause 1:
While we acknowledge that the BC list (and/or FS/FSC list) contributes significantly to signaling overhead, we don't consider it the fundamental issue. The true root cause lies in the unnecessary reporting of certain information, but it is not the case when UEs do support numerous BCs that are requested for reporting. We suggest R2 monitor R4's progress on the 'band-group' concept as a potential solution.
Regarding Root Cause 3:
The adoption of per-band capability was primarily driven by the ambiguity created by per-UE capability with XDD/FRX differences. As documented in LS R2-2006367, R2 consequently decided to implement the per-band capability approach.
Regarding Root Cause 4:
This issue represents a fundamental trade-off between implementation flexibility and signalling overhead. Given this balance, R2 cannot reasonably provide definitive guidance favouring large granularity capabilities. Each case should be evaluated individually based on its specific requirements.
Regarding Root Cause 5:
As noted in document 8732, a UE supporting multiple bands with various carrier configurations can generate numerous band combination entries. The signaling overhead appears to stem from RF capability requirements for different UL carrier positions and constellation scenarios. However, we have yet to identify specific redundant information that could be reduced, particularly since baseband capability is already compressed using FS/FSC methods.
Regarding Root Cause 6:
We have observed instances of low FS/FSC reusing ratios. Similar to Root Cause 1, without signaling duplication, no significant gains can be expected from the FS/FSC method. Nevertheless, this doesn't diminish the method's potential to reduce overhead when genuine redundancy exists. This again presents a trade-off between implementation flexibility and signalling efficiency.
Regarding Root Cause 7:
This issue is closely tied to UL and DL decoupling progress. We believe it's unrealistic to expect a signaling framework that allows completely arbitrary UL/DL band pairing, as each combination presents unique RF challenges. Therefore, achieving truly flexible DL-UL pairing indications appears impractical.
Regarding Root Cause 8:
While power class and CBW examples are provided - both are known as challenging areas for R4 - we don't yet see how these factors contribute substantially to signaling overhead. At this preliminary stage, it's unclear what feasible actions R4 could take regarding these specific aspects.


	vivo
	The current definition and description of Problem 1 are too high-level. The listed root causes focus solely on RF capabilities and associated Feature Sets/Feature Set Combinations, but these are not the only reasons leading to significant capability signalling size. For instance, Problem 2 and Problem 4 can also contribute to increased capability signalling size.
To avoid overlapping, it is recommended to refine Problem 1 as: Capability Signalling Size related to RF parameters and featureSet/featureSetCombination.

	ZTE
	We share the similar view as the OPPO on the root cause 8.

	LGE
	Root Cause 7, 8: We share a similar view with OPPO.

	Apple
	We share similar view with OPPO on Root Cause 1/3/7/8.



Problem 2: Inefficient network filtering
[bookmark: _Hlk216173183]Several companies [R2-2508044 (Vivo), R2-2508076 (Xiaomi), R2-2508097 (CATT), R2-2508145 (MTK), R2-2508610 (LG)] think that current network filtering mechanism is not efficient.
· [bookmark: _Hlk218112082]Root Cause 1: Improper/coarse filters (only support RAT/frequency band filtering) and UE may still report capabilities that are not supported by network [R2-2508044 (Vivo), R2-2508097 (CATT), R2-2508610 (LG)] 
· [bookmark: _Hlk216173672]Root Cause 2: Network requests a large number of bands in the filter defeating the purpose of the filter [R2-2508145 (MTK)]
· Root Cause 3: UE may still further filter reported capabilities due to limited RRC message size [R2-2508076 (Xiaomi), R2-2508145 (MTK)]
Some companies [R2-2508732 (Ericsson)] also mention some rules/criteria needs to consider when introducing new filters. 
If this problem is agreeable, please indicate which root cause(s) listed above that can be agreeable, and add new root cause(s) if it is not mentioned above. Please also list the corresponding example(s) for both listed and new root cause(s), rapporteur will consolidate all examples in 2nd phase and facilitate the discussion of identifying which root cause contributes the most. Separate item/row is preferred if multiple root causes are identified:
	Company
	Please indicate which root cause(s) above is agreeable and input new root cause(s) if any
	Example

	vivo
	Cause 1
	The UE filtered the band combinations in the supportedBandCombinationList in accordance with this appliedFreqBandListFilter, while UE could report more bands in supportedBandListNR that are not included in the appliedFreqBandListFilter. However, the NW may ignore some of the bands in the supportedBandListNR when configuring the UE.

	Ericsson
	Root cause 3
	Agree. That the UE filters capabilities because they cannot fit in the message happens if the capability message size doesn’t fit all band combinations for all bands that the network requested (i.e. included in the band filter). This is a problem in NR since the capability sizes are so big. This was the cause for RAN2 added segmentation for the UE capabilities, but segmentation of course didn’t address the actual problem/root cause which is that UE capabilities in NR are too big and too complex (discussed under Problem 1 above). RAN2 should in 6G focus on reducing the UE capability sizes and their complexity.

	CATT
	Root cause 1
	There are two approaches to feature-based filtering:
One is based on the specific features included in the FeatureSet, some of which are structural features. Filtering out the entire structure can effectively reduce the message size.
The other approach relies on characteristic features. For example, if the 3CC CA function is disabled, there is no need to report the BandCombinations capability for 3CC.

	MTK
	Root cause 1, 2, 3
	Root cause 1, 2, 3: Some band filter setting from the live networks: {1,257,258,261,28,3,7,77,78,79,80,81,82,83,84,86}; {1,257,258,28,3,38,40,41,66,7,77,78,79,8,96}; {1,28,40,41,5,77,78,79,8,80,81,82,83,84,86}; {18,258,26,28,41,48,5,7,77,78,90}; {2,25,259,26,260,30,40,5,65,66,77}
For the Root cause 1, it has some relation to the IODT (commercialization) problem because the UE is under obligation to report all the IODTed features regardless of whether it is supported in the network side. All in all, we think the first priority for study is still the most effective way to control the capability size, which is finer capability request filter.
To OPPO and E///:
1. It’s true that an overly narrow filter specific to a single RAN node would create problems, but that would be naive to implement a finer-grained filter, and normally there will be a region of the network with one (or a limited number of) network vendor(s), within which the nodes will have nearly or entirely homogeneous support. Also, given a reasonable implementation of the signalling, even an incremental series of smaller messages looks better than one gigantic message in many respects.
We understood the points E/// raised below and agreed the day-1 simplification (avoiding such as IE extension overhead, enjoying further multiplicity and/or codepoint reduction) is very very very crucial. That’s why we strongly support RAN2 to communicate with other WGs and deliver the informative message. However, quite a few companies didn’t think RAN2 could change or even influence other WGs. What should we do with a mindset of “Hope for the best, prepare for the worst”?

	Samsung
	Root cause 1
	We have some sympathy on root causes as shown in the example. However, there is tradeoff between finer filtering and re-enqueries if we go with 5G like framework (i.e. CN always override the UE capability with the latest UE capabilities). 
In addition, if the UE capability size (full) is still big, finer granularity would cause more UE complexity because UE has to generate UE capability contents upon NW request and it would result in more delay. 
Example for root cause 1: NR uses coarse filtering than LTE e.g. max number of CCs. There are no ways to restrict the total CCs per UE.
1. LTE filtering: max number of CCs per UE
UECapabilityEnquiry-v1310-IEs ::=	SEQUENCE {
	requestReducedFormat-r13			ENUMERATED {true}					OPTIONAL,	-- Need ON
	requestSkipFallbackComb-r13			ENUMERATED {true}					OPTIONAL,	-- Need ON
	requestedMaxCCsDL-r13				INTEGER (2..32)						OPTIONAL,	-- Need ON
	requestedMaxCCsUL-r13				INTEGER (2..32)						OPTIONAL,	-- Need ON
	requestReducedIntNonContComb-r13	ENUMERATED {true}					OPTIONAL,	-- Need ON
	nonCriticalExtension				UECapabilityEnquiry-v1430-IEs		OPTIONAL
}

2. NR filtering: max number of CCs per frequency
FreqBandInformationNR ::=       SEQUENCE {
    bandNR                          FreqBandIndicatorNR,
    maxBandwidthRequestedDL         AggregatedBandwidth                     OPTIONAL,   -- Need N
    maxBandwidthRequestedUL         AggregatedBandwidth                     OPTIONAL,   -- Need N
    maxCarriersRequestedDL          INTEGER (1..maxNrofServingCells)        OPTIONAL,   -- Need N
    maxCarriersRequestedUL          INTEGER (1..maxNrofServingCells)        OPTIONAL    -- Need N
}


	Sasmung
	Cause 2 and 3
	Example for field issues observed that relate to Root cause 2 and 3: 
1. In DUT, ueCapabilityEnquiry is received with 3 rat-types: eutra, nr and eutra-nr. When preparing the UE capability information, the total length exceeded the PDCP size limit. The UE prioritized eutra and nr capabilities and excluded MRDC. Consequently, the UE Capability Information lacked the supportedBandCombinations needed for NSA configuration.
2. Because over 180 ENDC NR1CC combinations were found, RRC skipped reporting ENDC NR2CC combinations. This leads to missing of right band combination which was expected on network side. This has impact on NSA configuration.
3. Due to size limitation, expected band combinations are not reported to network causing NSA not getting configured.
4. Due to size limitation, some of NR SA CA combinations are skipped. Service Request procedure was failed and no internet issue observed. When NRCA is limited, then low throughput issues are observed.


	Samsung
	New cause
	dependency between multiple enquiries.
FS is shared between LTE/NR only capability container and MR-DC capability container. But, when UE receives request on LTE or NR first, it is not clear whether there is another request on MR-DC i.e. whether FS should be optimized for LTE/NR standalone or MR-DC as well.

	Futurewei
	Root Cause 1
	Root Cause 1 is the major issue. In particular, UE reports capabilities that are not (or no longer) supported by network should be avoided/corrected. 

	CMCC
	Root cause 1 may be considered 
	The introduction of AI-native functionalities, immersive or multi-modal services, NTN, aerial, and vehicular deployments indicates that categorization based solely on radio capability may be insufficient. These service-specific features may define new or sub-categories of device types that warrant further study.  Therefore feature based and device type based filters could be discussed.

	KDDI
	Root Cause 3
	For operators managing a large number of bands, it is a mandatory requirement that all band combination information fits within the maximum size of the RRC message(maximum supported size of a PDCP SDU 9000 bytes) .
As more reportable capabilities are added, there may be cases where UE references a newer release than base station. For instance, an UE may follow Release x+1 while a base station supports Release x. In such cases, if the UE reports a superset of band combinations based with using BCS5 on Release x+1, the base station might discard them, resulting in the UE being unable to perform any CA. This must be prevented. 
Note: The band combination is standardized with using BCS0 on Release X.

	Huawei, HiSilicon
	Perhaps Root Cause 3
	We agree with the observation in cause 3 though it is more like a result of large signalling overhead instead of a root cause. We understand RRC segmentation is not the right way to address the signaling size issue, because the overhead on network storage and transmission still exists. On the other hand, based on the enhancement for UE capability signaling and new definition of RRC message size, whether this is still a problem in 6G can be further reviewed.

	Nokia
	Root cause 1 / 2 / 3
	The causes are somewhat intertwined with one another, in our view. Coarse filters result in UEs reporting a huge number of capabilities for the queried bands (and a huge number of capabilities for the band combinations made up of the queried bands); meanwhile, due to it being preferable to minimize repeated queries as the UE moves throughout the network, a large number of bands may be queried at once (i.e. worsening the problem associated with coarse filters). Then, due to too many capabilities needing to be reported (due to coarse filters and many bands being queried), UEs may be forced to restrict what they report to the network, but UE is forced to make this decision autonomously and might report certain capability information (e.g. for specific features or band combinations) that the network is less interested in while omitting information that the network prefers to know about.

	LGE
	Root Cause 1
	We think that the UE capability signalling size cannot be effectively managed based on the current filtering granularity, in which the excessive UE capability signalling is originated from band combination and associated feature set combination. If the network is able to request UE capability reporting for the frequency bands but selected frequency band combinations, signalling burden can be effectively reduced.

	LGE
	Root Cause 2, 3
	It is obvious that reporting relevant UE capability for band(s) used by vicinity gNB from UE is effective and efficient signalling, even though UE is eventually going to report the whole its capability. This is because it is up to network operator implementation to deploy gNBs whether the gNB uses bands of whole or partial that the network operator has. As the size of whole UE capability signalling is extremely big, reporting the whole UE capability into the one message brings problems, such as Root Cause 3.

	Verizon
	Root causes 1, 2 and 3
	The three causes are related to each other and needs to be considered jointly between NW and UE. 1 (coarse filter) and 2(request for large number of bands) leads might lead to 3. Further UE reporting capabilities that the network does not support or interested in further increases inefficiency.  

	Apple
	Root cause 1 and 2.
	For root cause 2, even though we also feel it is a main reason, since it largely depends on NW implementation, we are not quite sure if standards can do anything about it.


If companies don’t see the pain point as a problem or an area to be considered in 6G UE capability complexity/overhead reduction, please comment in below the reason and justification.
	Company
	Comment on Pain Point

	OPPO
	While precise filtering can effectively reduce signaling overhead, it ultimately requires the UE to submit additional reports when transitioning to network nodes with differing capabilities. In essence, filtering simply divides a single large UE capability report into multiple smaller, incremental reports.
Therefore, filtering must strike a balance - its primary purpose should be to eliminate capabilities that would never be utilized as the UE moves within the PLMN (or at least across a significant large geographic area). It should not attempt to achieve overly precise filtering tailored to the capabilities of a single RAN node. 

	Ericsson
	Root cause 1: We might have misunderstood the described problem. However, the bulk of the UE capability signalling comes from the band combinations. For each band combination the UE indicates which features the UE supports in the band combination. If the UE does not support a certain feature in a certain band combination the UE will omit those fields. If there is a certain feature which the network is not interested in the UE can omit those fields, but the optionality-bits are still there. If there is a binary-feature (i.e. supported or not) there is no gain of "filtering away" that feature since the optionality-bit will still be signalled and set to 0. If there are features with more complex capability indications (i.e. several bits) to filter away such a feature would allow the UE to omit those (several) bits for that band combination. However, this would only bring gains if UE supports features which the network does not support or use. However, most features are supported and used both by UEs and networks. We do not expect a huge gain from this but would be happy to see quantitative examples where in NR this would bring meaningful gains. We think that the main issue RAN2 should focus on is avoiding the huge amount of unused flexibility and reduce band combination signalling.

	Ericsson
	[bookmark: _Hlk218115724]Root cause 2: We think that all gNBs in a PLMN enquire UE capabilities for all bands and features that are used by all the gNBs (even if the enquiring gNB doesn’t support all bands). E.g. a gNB supporting only FR1 should anyway enquire capabilities for the FR2 bands that are used in other gNBs of that PLMN. This ensures that the UE can be handed over to the FR2 gNB without having to re-enquire for the UE capabilities. So we do not recognize Root cause 2 as an issue in real deployments.

	CATT
	Root cause 2. Same view as Ericsson, usually one gNB may include all potential bands used for one PLMN, but not just bands used in current gNB. So the total number of bands in the filters are up to operators’ band resources, but not an issue to resolve in standardization aspect.

	CATT
	Root cause 3. If UE capability segmentation is supported, we don’t think this is still an issue for study.

	ZTE
	On the root cause 2, we share the same view as Ericsson.
For the root cause 3, we think it can been seen as a result of the too big UE capability size, thus we don’t think this root cause belongs to “Inefficient network filtering” scope.



Problem 3: Impractical RACS 
Several companies [R2-2508044 (vivo), R2-2508076 (Xiaomi), R2-2508616 (Huawei), R2-2508868 (QC), R2-2508876 (Samsung), R2-2509032 (DT), R2-2508422 (DCM), R2-2508610 (LG), R2-2508540 (Sony), R2-2508668 (NEC)] thinks 5GNR RACS design is not practical.
· Root Cause 1: Per UE granularity (e.g., difficult to be reused by other UE(s)) [R2-2508044 (vivo), R2-2508076 (Xiaomi), R2-2508540 (Sony)]
· Root Cause 2: Single UE with multiple RACS IDs without knowledge of current UE situation [R2-2508616 (HW), R2-2508868 (QC)]
· Root Cause 3: Optional feature introduced in later release (R16) [R2-2508422 (DCM), R2-2508668(NEC)]
· Root Cause 4: Maintenance burden [R2-2508610 (LG), R2-2508616 (HW)]
· Root Cause 5: Delay and/or duplicated retransmit of full/wide filtered capability during UE mobility resulting from the network vendor change [R2-2508610 (LG), R2-2508868 (QC), R2-2509032 (DT)]

If this problem is agreeable, please indicate which root cause(s) listed above that can be agreeable, and add new root cause(s) if it is not mentioned above. Please also list the corresponding example(s) for both listed and new root cause(s), rapporteur will consolidate all examples in 2nd phase and facilitate the discussion of identifying which root cause contributes the most. Separate item/row is preferred if multiple root causes are identified:
	Company
	Please indicate which root cause(s) above is agreeable and input new root cause(s) if any
	Example

	vivo
	Cause 1&Cause 4

	We observed that UEs with different versions of one single series, e.g., with/without -pro, have similar but not the same capabilities. As a result, two set of UE capabilities and RACS IDs should be allocated and maintained in NW.
We believe the RACS mechanism can effectively reduce the signaling overhead for capability reporting over the air interface. However, the excessive flexibility in NR UE capabilities makes it difficult for a single set of UE radio capabilities to be reused across multiple UEs. As a result, massive capabilities associated with different UEs will increase the maintenance burden from the network’s perspective. 
In addition, although RACS was mainly specified by other WGs, e.g., SA2, the feature was triggered by RAN2’s SI conclusion in R16. We think it’s still make sense for RAN2 to trigger further discussion on 6G RACS in SA2 if the problem is valid.

	MTK
	Root cause 1, 2, 3, 4, 5
	We cannot provide example because the Capability ID feature was never deployed but sympathies these pain points. We suggest focusing on the root causes 3, 4, 5 first because they’re directly related to the commercialization matters. Then to the root cause 1 is on whether the massive IoT devices could enjoy the benefit.

	Samsung
	Root cause 4
	We think that those root causes might be more areas to improve except 4. We could consult with SA2 on this root cause and get their feedback on the feasibility of mandating RACS in 6G.  

	Futurewei
	Root Cause 1, 4
	Maybe we can revise Root Cause 4 as “Coordination Challenges and Maintenance Burden”. 
We think that RACS commercialization is hindered by the difficulty in managing and maintaining capability IDs across multiple coordinating entities, including operators, core/radio network vendors, and UE/chipset vendors.

	CMCC
	Root cause 1 and root cause 3
	6G could consider RACS enhancements such as device type based and feature based granularity to enable more practical and future proof RACS mechanism. 

	ZTE
	Root Cause 1
	We think the Capability ID is defined to cover all UE capabilities, which is quite difficult for implementation.

	Huawei, HiSilicon

	Cause 2, 4  

	Cause 2: A single UE may have hundreds of capability IDs due to the combination of various factors, e.g. user settings, software versions, MU-SIM, overheating, etc. 
Cause 4: The support of manufacture-based capability ID requires a cooperation among operators, network vendors (including both RAN and CN), UE vendors and chipset vendors. Besides, as device manufacturers continually launch new models and versions, the network must maintain a growing array of UE capability IDs, which adds significant operational overhead. 
We agree to update the description as Futurewei suggested, i.e. “Coordination Challenges and Maintenance Burden”.


	Nokia
	Root cause 1, 4 and 5, but also see comments below…
	We agree that the RACS ID can be a challenge to manage and track: for example, due to privacy concerns UE vendors can be reluctant to provide a manufacturer ID.
We also agree that delays are a concern, since RACS involves transfer across various RAN-CN interfaces, which is not well-suited for time-critical operations on the radio side.
A more general problem we see with RACS is the built-in assumption that UE Capabilities need to be retrieved only once, which is impractical with mobility, especially mobility across network boundaries (e.g. inter-vendor), and also considering the unsolved issue of too-large capabilities, which risks the RAN not having a complete/relevant picture of the capabilities (e.g. should one gNB request a suitable frequency band filter while another gNB extend the filter due to other frequency bands supported, or should the gNBs request a filter with all bands and risk the UE omitting capabilities due to size constraints? In either case the information is incomplete.)

	LGE
	Root Cause 1
	In our understanding, it is critical problem that brings network storage burden. To effectively utilize RACS functionality, framework to flexibly handle UE radio capability ID should be studied.

	LGE
	Root Cause 3
	It is important that RACS to be a day-1 feature to fully utilize its merit. Investigating which feature(s) in RACS impose impracticality is a good staring point.

	Apple
	Root Cause 1/3/4
	Root Cause 1: Per UE granularity is difficult to be reused by other UE(s).
Root Cause 3: Optional feature introduced in later release (R16) makes it not appealing to both NW and UE(s) to implement.
Root Cause 4: Maintenance burden can be reduced further.


If companies don’t see the pain point as a problem or an area to be considered in 6G UE capability complexity/overhead reduction, please comment in below the reason and justification.
	Company
	Comment on Pain Point

	OPPO
	We concur with the perspective shared by other companies via email that RACS does not constitute an R2 issue. Furthermore, even if RACS were to be ultimately adopted for 6G, its potential impact on the R2 discussions regarding signaling overhead reduction remains unclear to us. This is because, in any case, we must account for scenarios where the network lacks prior knowledge of the RACS identifier.

	Ericsson
	All root causes: We think that the RACS feature can reduce the number of capability enquiries from the UEs via Uu interface. However, capability enquiries via Uu are anyway rare in 5G. It occurs primarily upon initial NAS attach. Thereafter, the AMF stores the UE capabilities and provides them to the RAN upon subsequent RRC connection setup. 
This may be the reason for the lack of market traction for RACS (we don’t see many implementations). Improving RACS is not on the top of our priority list. A UE chipset ID would be more beneficial in our mind as described in R2-2508732. 

	CATT
	No strong view. RACS is still a kind of solution to resolve problem 1 capability signalling size issue, so it could be discussed in later phase compared with other candidate solutions. And anyway UE capability ID is generally a SA2-lead discussion, so maybe we could focus on other RAN2-lead solutions for study, and deprioritize RACS until we have some concrete study tasks from SA2. 

	Nokia
	As commented over the reflector, we think it is difficult for RAN2 to properly analyze RACS issues, which is mainly an SA2 feature (but also involved CT1 and RAN3), and it would be more pragmatic to focus on the other problems that relate to managing the capability-signalling over the radio interface.
In our view SA2 is responsible for initiating discussions on RACS (although we also understand that it has not been discussed much by SA2 during the 6G study). If companies in RAN2 want to discuss RACS, we should first confirm whether SA2 has any intention to discuss it, but preferably after RAN2 has done thorough analysis on the radio-side issues.



Problem 4: Unnecessary capability signalling 
Several companies [R2-2508876 (Samsung), R2-2508076 (Xiaomi), R2-2509032 (DT), R2-2508422 (DCM), R2-2508903 (AT&T, etc), R2-2508209(Sharp)] mentioned that 5GNR defined a lot of unnecessary capability signalling for massive optional features and its components.
· Root Cause 1: massive optional features [R2-2508876 (Samsung), R2-2508076 (Xiaomi), R2-2509032 (DT), R2-2508422 (DCM), R2-2508903 (AT&T, etc), R2-2508209(Sharp)]
If this problem is agreeable, please indicate which root cause(s) listed above that can be agreeable, and add new root cause(s) if it is not mentioned above. Please also list the corresponding example(s) for both listed and new root cause(s), rapporteur will consolidate all examples in 2nd phase and facilitate the discussion of identifying which root cause contributes the most. Separate item/row is preferred if multiple root causes are identified:
	Company
	Please indicate which root cause(s) above is agreeable and input new root cause(s) if any
	Example

	vivo
	Cause 1
	The feature groups and components for a specific feature should balance signaling overhead and flexibility.

	Ericsson
	Root cause 1
	We don’t think that the number of optional features per se is a problem. We think we should make features optional in general. In particular: any feature added after the first release of a G shall be optional. Also, we should not bundle many sub-features such that they share capability bits, e.g. if sub-feature A and sub-feature B have merit on being used on their own, UEs should be allowed to support them independently.
However, we do agree that the granularity with which some capabilities are signalled in 5G is beyond reason (too many capabilities are per band per band combination), and this causes the capabilities to be huge and complex. Often the reason why we get the granularity wrong is that the capabilities are defined in the end of a work item which is (naturally) long before anyone has implemented the features. UE vendors fear that if the capability signalling for a feature would become too coarse, they won’t be able to implement and test the feature with the required granularity and therefore they tend to argue for a fine granularity (e.g. per band per band combination), even if we have seen that the flexibility that the specification offers are not used in reality.

	CATT
	Root cause 1
	

	MTK
	Root cause 1
	This situation practically contributes to the further root causes we shared in the Problem 1 (so example is there). This problem is related to the excessive features so that parameters leading to the considerable extension IE overhead and multiplicity.

	Samsung
	Root cause 1
	In every release, a few hundreds of feature groups are defined (RAN1 Rel-17: > 270 and Rel-18 : >250 feature groups).
 One related scenario is that UE and RAN support release version may differ. In case UE is supporting newer AS release version and network supports older, as UE is unaware of RAN version, multiple feature capability reporting are possible which are irrelevant for UE. Preparing UE Capability including all those additional feature cause further processing and delay.

	Futurewei
	Root Cause 1
	Optional features should be optional, meaning they should not affect the basic operation of the NW and the UE. They should be reported only when needed. This means we need to clearly define the basic, mandatory feature set that both the NW and the UE know what to expect.

	CMCC
	Root cause 1
	As few optional features as possible should be considered for 6GR UE capability to help reduce the capability signalling.

	ZTE
	Root Cause 1
	In the 5G, for one feature group, many optional capability parameters are defined. 

	Huawei, HiSilicon
	Root Cause 1
	We think the description of problem4 (i.e. unnecessary capability signalling) is misleading. We understand the problem can be described as “massive optional features” directly. More specifically, it means too many optional components for one single feature/function.

	Docomo
	Root cause 1
	When considering the introduction of the new feature into a commercial network, the implementation of that feature can sometimes be overly flexible, which leads to additional integration costs both between network nodes and between network nodes and the UE.

	Nokia
	Root cause 1
	Agree with previous comments that this has less to do with optionality of capabilities and more to do with the amount of flexibility that has been allowed within certain capabilities. A good example here are the various MIMO codebook capabilities, which can have 10s of subcomponents with each component parameterized to allow a very large variation of values for how UEs can support them. On top of that, the codebook parameters are defined per-band and per-BC, meaning that the UE needs to signal them under CA-ParametersNR (for the BC) as well as under MIMO-ParametersPerBand (for the corresponding bands) adding further to the overhead. This degree of flexibility on per-band per-BC parameters leads to other ambiguities/challenges as RAN2 has recently seen in Rel-18/19 discussions: for example how to deal with the interdependencies between the per-band and per-BC components when both are signalled or only one is signalled, as well as how to handle the case of prerequisite capabilities defined per-band per-BC with similar component flexibility.

	AT&T
	Root Cause 1
	“During the course of 5G and 5G-Advanced standardization we have observed an ever-increasing trend of excessive 3GPP specifications, e.g., adopting multiple options to the same functionality. […] Excessive specifications in 3GPP not only make the standards unnecessarily complex to define and maintain, it also affects, crucially, commercialization, causing high implementation complexity, slow time-to-market, poor feature adoption and uptake as well as cumbersome interoperability.” (RP-250766, Lean and Streamlined 6G Standards, AT&T, Apple, BT, CMCC, DT, Ericsson, Huawei, Intel, KT, MediaTek, Nokia, NTT Docomo, Qualcomm, Reliance Jio, Samsung, Spark NZ, T-Mobile USA, Telstra, Verizon, Vodafone, ZTE) 
As one prominent example, Release 18 alone defines 165 NR UE features for MIMO enhancements and Release 19 defines over 80 additional ones.

	Verizon
	Root cause 1
	Too many optional features with that are overly flexible leads to unnecessary and inefficient capability signalling. Concur with AT&T comments above. 

	Apple
	Root cause 1
	This is a widely acknowledged issue of NR. Too many parallel features were introduced for one single functionality, which leads to not only market fragmentation but also no implementation.


If companies don’t see the pain point as a problem or an area to be considered in 6G UE capability complexity/overhead reduction, please comment in below the reason and justification.
	Company
	Comment on Pain Point

	vivo
	The current definition of Problem 4 is not aligned with the description, as Optional feature groups/components are not unnecessary capability signaling.
To avoid misunderstanding, it is recommended to refine Problem 4 as: unnecessary capability flexibility.

	Docomo
	Same view as vivo.

	
	


Problem 5: Commercialization challenges
During RAN2 #131bis/#132 meeting and RAN #110 meeting, several commercialization challenges are brought up from 5G UE capability framework and IODT test point of view. Based on the contributions to both RAN2 and RAN meetings, following root causes are summarized:
· Root Cause 1: No differentiation between non-trivial feature(s) and other feature(s). This further leads to under-reporting/finer granularity UE capability reporting used in 5G for the purpose of addressing individual deployment and infra vendors, but increases signalling overhead (as discussed in Problem 1); [RP-253230 (QC)]
· Root Cause 2: Mandatory feature is only mandating user equipment to implement, but not for the network, and further leads to losing tracking of ecosystem supported features in 3GPP. This makes difficult to guarantee the degree of forward compatibility; [RP-253066 (AT&T, etc), R2-2508903 (AT&T, etc)]
· Root Cause 3: Late deployment to wait for ‘slowest’ network vendor before activating a capability in operator’s network, due to no differentiation treatment of different vendors; [R2-2508868(QC), R2-2506988]
· Root Cause 4: Interoperability issue even after IoDT test is done, due to incompatibility to specification, insufficient tests covering the problematic case(s), lack of IoDT between vendors, etc. [R2-2507607 (ZTE), RP-253048(Oppo)]
If this problem is agreeable, please indicate which root cause(s) listed above that can be agreeable, and add new root cause(s) if it is not mentioned above. Please also list the corresponding example(s) for both listed and new root cause(s), rapporteur will consolidate all examples in 2nd phase and facilitate the discussion of identifying which root cause contributes the most. Separate item/row is preferred if multiple root causes are identified:
	Company
	Please indicate which root cause(s) above is agreeable and input new root cause(s) if any
	Example

	OPPO
	Root cause 2
	

	vivo
	- Yes for Cause 2
- Cause 1 is ambiguous as the under-reporting seems duplicated with cause 3.
- No for Cause 3, the operators are expected to complete comprehensive IODT for all network vendors.
- No for Cause 4, avoiding interoperability issues is one of the key motivations of refining the spec and comprehensive IODT tests.
In addition, we understand that Cause 3/4 should be discussed in RANP.
	Cause 2: Taking RRC_INACTIVE as an example, support for the RRC_INACTIVE state is mandatory for NR UEs, while this feature has not been widely deployed on the network. As a result, the extra implementation complexity for these features is in vain from UE’s perspective.
From R2’s perspective, we only focus on the spec impact, e.g., capturing some mandatory features of both UE/NW as stage 2 description, which can a reference for RAN5 to define the test use cases.

	Ericsson
	Root cause 2
	Agree. If 3GPP declares functionality “mandatory without capability bit” even for non-essential features and/or features which are complex. UEs must have an IODT opportunity before releasing their first UE. There could be cases where the UE try to support this feature but finds no network for IODT. Due to market pressure the chipset vendor will then release the device anyway hoping that the feature will work once enabled by a NW. But if that does not succeed later, none of those later NWs knows which UE correctly supports this old mandatory feature.

	Ericsson
	Root cause 3
	Agree. We noticed this problem. 3GPP chipset vendors tends to want to perform IODT with at least two large network vendors before setting the corresponding bits in their chipset’s capabilities. In some cases that leads to the problem that features cannot be rolled out since chipset vendors lack IODT opportunities with a second NW vendor. Even if the risk of identifying problems with the secondary network’s may be low, the risk remains that the chipset is not compliant with another network that implements the feature later but uses it in a different manner than the first network. That second network could base its configuration of the feature on the original capability bit.

	Ericsson
	Root cause 4
	Despite all IODT, some UEs don’t support some features correctly. RAN is then usually required to apply a work-around. 
It is cumbersome but possible to alleviate the error with an affected UE. Via the OAM system the operators could configure their RAN nodes to disable the feature for all UEs with the IMEI SV that was found in the affected UE. In addition, the operator would need to configure the CN (AMF) so that it passes the IMEI SVs of all UEs to the RAN (usually not the default). However, we notice that such errors are usually not tied to a single UE model but rather to all UEs that use the same chipset. Sometimes these problems affect all devices that use the same hard- and software version of a chipset. But there were also cases where all chipset generations from a chipset vendor required a workaround on the NW side. 
In some cases, those problems are spanning multiple generations of a chipset model, meaning that that it affects hundreds or thousands of IMEI SVs. And to identify them based on IMEI SVs one need to identify them one-by-one and which all operators would then need list in their OAM systems. 
Furthermore, we discovered cases where chipset vendors updated their software and where UE vendors pushed the new firmware to their UEs to fix the problem. However, in some cases UE vendors did not increase the IMEI SV. Hence, IMEI SV based filtering would classify this UE anyway as faulty and omit the functionality even though the updated UE supports it correctly now.
There is a need for a means for the RAN to identify UEs with a specific chipset hardware and software version to be able to apply necessary workarounds for all impacted UEs.


	MTK
	Root cause 1, 2, 3, 4
	The example for root cause 1 is in the Problem 1. While the root cause 2 points out the importance of uniform and homogeneous feature deployments, the root cause 3 seems to encourage the opposite way (i.e., allow25 heterogeneous feature deployment within an MNO network) so that we think RAN2 should further study the intent, exercise, and the possible consequence. There was a field issue regarding the root cause 4 so that we think there is still room for improvement on e.g., how to make changes across different specs revisions distinguishable and identifiable.

	Samsung
	root cause 2,3,4
	We think that root cause 3 is a direct reason to cause root cause 4 because different vendors may implement in different time phase and UE cannot track all vendors’ status tightly. We may need to discuss first whether we allow such different handling because it may encourage supporting different features across vendors and potential risk of more complexity in commercialization .
Regarding root cause 4, it s not clear what incompatibility to spec means in this context. Our understanding 4 is mainly due to insufficient test cases and  the lack of IoDT between vendors. 


	Samsung
	New Root Cause
	Continuous/End-less introduction of new band combinations
The continuous evolution of network infrastructure to support new band combinations creates a persistent stream of requests to the implementation. This ad-hoc approach significantly increases the complexity and effort of device maintenance. To mitigate this demanding workload, 3GPP ecosystem should establish a standardized framework or agreement to govern these updates.
[Rapp] As discussed in Problem 1, the introduction of band and band combination falls into RAN4 scope. Rapporteur suggests to include this issue in Problem 1 (see observation 1). 

	Futurewei
	Root Cause 1, 2, 3
	

	Docomo
	Root cause 1, 2
	In our view, root cause 1 could be discussed jointly with Problem 4 since both point out that the too much flexibility of optional capabilities as an issue.

	Nokia
	Root cause 1, 2 and 4
	We maintain the view that a lot of these issues go beyond RAN2, so we need to be careful to understand what RAN2 can actually address with respect to the issues.
For cause 1 and 2, we think that further discussion is needed at RAN, which will provide a directive to the WGs: 
Cause 1: we understand the conclusion at RAN#110 was that RAN2 should attempt to work on it (during this discussion), however we think the specific details that RAN2 can analyze related to this problem are already covered under problem 1, so we should avoid discussing this as a commercialization issue at the same time.
Cause 2: it is not clear yet what RAN2 can do to address this and we think some further discussion is still needed at RAN. If companies wish, RAN2 can perhaps take the RANP conclusion in RP-253874 as a starting point for doing a “feasibility” analysis, i.e. to identify the relevant impacts to RAN2.
Cause 4: this to us is a critical issue and we agree with the comments made by Ericsson. Some notable cases we have seen involved features behaving in unexpected ways, resulting in observable KPI degradations in the network. To address such problems, ad hoc workarounds need to be implemented once the affected devices were identified, but the process can be lengthy, e.g. identify KPI degradation … isolate relevant procedures and scenarios in field … UE identification … reproduction of issue in lab … test workaround … implement workaround. Getting to the point of UE identification can take quite some time, and in the meantime rollout of features may need to be slowed down, especially when sensitive KPIs are impacted. Note also that we have even experienced such issues with features that are mandatory without IODT bits, making it more challenging to isolate the issue.
For cause 3, we have sympathy, but we also have concerns that the suggested workaround raised by the proponents is moving away from established IODT principles of validating features against more than one network vendor before declaring them as supported. If there remains a concern about the problem stated by Ericsson (i.e. feature behaving unexpectedly on a different network vendor), then perhaps this can be discussed in relation to root cause 4. However, if the issue is mainly about end-to-end IODT/availability of features at the network side, then we think it is more relevant to discuss the issue as part of root cause 2.  

	LGE
	Root Cause 2
	We think that Root Cause 2 brings unnecessary UE capability signalling. If the case, UE should be able to skip reporting such UE capability.

	LGE
	Root Cause 4
	In our understanding, proponents intend to introduce IoDT test/verification for live network. However, we think that such intension is not aligned with the purpose of IoDT test. Rather, we think that IMEISV based identification of problematic UE is the most promising and straightforward solution to tackle the problem. If the proponents think the current IMEISV based mechanism is enough, it is recommended raise an issue in RAN plenary.

	AT&T
	Root Cause 2
	[bookmark: OLE_LINK15]MBSFN subframes are a formidable example for how continuous innovation and continuous disruption is stifled today through the myriads of features and an ecosystem where even mandatory features cannot be relied on. Case in point: LTE-NR coexistence had to rely on inefficient, in fact undesired CRS rate matching for 4G/5G MRSS because in practical deployments MBSFN subframes could not be relied on. MBSFN subframes were a mandatory, “native” 4G feature whose whole purpose was forward compatibility. By the same token, whilst the first release of 5G exhibited a tremendous emphasis of forward compatibility—forward compatibility may very well be the most often mentioned phrase in the outcome of the 3GPP 5G NR study item—it is doubtful how many of these “native” but optional features were ultimately deployed to guarantee any degree of forward compatibility.

	Verizon
	Root cause 1 and 2 
	Need to able differentiate essential features that can be mandated both for network and UE and can be commercially deployed with proper IODT testing. 

	Apple
	Root cause 1, 2, 3, 4.
	Root cause 1: If we understand the proposal from RP-253230 correctly, the point is UE reporting with different levels of granularities is justified as NW side support on a feature is not ubiquitous across bands. Thus in order to indicate the IOT status, finer granularity is unavoidable.
Root cause 4: We would like to point it out that the IODT test issue should be handled for both directions (e.g., both UE and NW sides). As mentioned in R2-2508445, NW mis-operation causes very heavy manpower to identify those NW(s) by proprietary solutions.


If companies don’t see the pain point as a problem or an area to be considered in 6G UE capability complexity/overhead reduction, please comment in below the reason and justification.
	Company
	Comment on Pain Point

	OPPO
	Regarding RP-253230, our understanding is that the core proposal primarily advocates for establishing basic granularity standards for 6G capability (specifically per-band in P1, per-BC in P2, and per-FS/FSPC in P3). The document also introduces requirements for mandatory network-side capabilities in cases where per-FS or per-FSPC capability proves unfeasible. However, we find the logical connection between these elements somewhat unclear and would appreciate further clarification from the proponents.
Additionally, as outlined in RP-253048, we maintain a negative stance toward the IoDT workaround approach. In particular, we oppose the direction of implementing per-vendor punitive measures, which fall under root causes 3 and 4.

	CATT
	All root causes.
For root cause 1 and 2:
We agree to evaluate carefully whether a feature should be supported mandatorily at UE side. But whether network equipment should support a specific feature depends on the operator's deployment requirements. Mandatory feature that are not utilized in commercial networks may introduce unnecessary costs to equipment without providing operational benefits. In general, we think this flexibility should be kept at network side, i.e., final decision on supported features at network is still up to operators.
For root causes 3 and 4:
Agree with OPPO's views.


	CMCC
	Root causes mentioned above could be resolved by implementation, while inconsistency issue (e.g. RF capabilities do not match the 3GPP specification, etc.) between UE capabilities and the network needs further discussion.

	ZTE (Root cause 1)
	We share the same view as OPPO. It is a little difficult for us to understand the logic of this root cause, and we would appreciate further clarification from the proponents.

	ZTE (Root cause 2)
	Mandating features for network is out of scope of 3GPP, this is typically done by other regional specification bodies (e.g. CCSA for China).Thus, this should not be performed in 3GPP

	ZTE (Root cause 3)
	Based on the last meeting discussion, the network can get the UE/Chip vendor information based on the implementation, and thus the network knows whether the UE has passed the IODT test or not.

	ZTE (Root cause 4)
	Based on the last meeting discussion, some operators have confirmed that this can be solved based on the IMEISV or by some implementation method.



Phase 2 Discussion
Based on inputs during phase 1, rapporteur further categorizes pain points and root causes based on phase 1 companies’ input. For each problem, rapporteur further identifies impacted WGs and recommend actions based on companies’ inputs. 
Problem 1: Capability Signalling Size
Root Cause 1/3/4/5
	· Root cause 1 (13/16): Significant number of CA and related UE capability parameters; 
· Root cause 3 (12/16): Same value for capabilities for some/all bands/BCs (e.g., capabilities across all CCs/band/BC); 
· Root cause 4 (12/16): Overclassified finer granularity 
· Root cause 5 (9/16): Inefficient BC entry structure


Most companies acknowledge the increased number of band combinations contributes significantly to the size of UE capability signalling (some company shows that around 40-50% are occupied by BC list (and extensions) and 35-45% of FSC/FS (and extensions) from field trial log). The number of band and band combinations depend on operators’ deployment requirement, and this seems not able to be reduced by standard effort and may keep increasing in 6G (where RAN4 is discussing bands and band combination introduced in 6G, as cited below). There are some observations from companies that UE reports lots of band combinations from the same set of bands (e.g., some companies observe that UE reports 10 or 21 BCs formed by 3 bands (i.e., band 28, 41 and 79)). Rapporteur understands that multiple number of BCs may be needed if different subset of bands and/or different bandwidth classes are considered. This also depends on RAN4 discussion on band combination introduction and channel bandwidth class.
The following summary/way-forward of band and band combination introduction is cited from RAN4 agreed WF on 6G spectrum [R4-2522463] (rapporteur also highlighted the related agreements in Turquoise):
	Sub-topic 1-2: Band and Band combination introduction/simplification
Issue 1-2-1: Band introduction
Agreement:
· Introduce the 6G bands by considering the following option.
· RAN4 to further evaluate NR refarming bands into 6GR as case-by-case manner instead of inheriting all the bands from 5G to 6G. 
· The consideration factors include commercial deployment status, operator’s request.
· New 6GR bands should be introduced on “first come first served” basis
· For 6G band definition
· FFS on how to harmonize bands which are partly overlapping and subset. 
Issue 1-2-2: Band combination introduction
Agreement:
· For band combination introduction in 6G: RAN4 will study and define 6G band combinations per the request, meaning no 5G band combinations will be automatically transferred to 6G. .
· FFS how to handle operator request to transfer 5G combination to 6G
· FFS on how to port 5G combinations to 6G


On the other hand, as commented by one company in Problem 5, there might be continuous/end-less introduction of new band combinations based on operator deployment. Therefore, the signalling design of band and/or band combination should be flexible enough to support different band combinations, considering forward compatibility. 
Observation 1: Band and band combination capability structure design should be independent from band/band combination introduction. It should be flexible and forward-compatible to support different band combinations.
Though the number of reported band and/or band combination might be significant, companies also observes that there are a lot of unnecessary/redundant signalling reported the same across different bands and/or band combinations, which further contributes to the UE capability signalling size (summarized from Root Cause 3/4/5). 
From the comments, redundant signalling of same capabilities happens in the following four examples:
· Example 1. Some capabilities are the same on the adjacent frequency bands (e.g., n1 and n3); 
· Example 2. Some MIMO parameters are the same across all the supported bands (e.g., maxNumberConfiguredTCIstatesPerCC, maxNumberActiveTCI-PerBWP, pusch-TransCoherence, periodicBeamReport, aperiodicBeamReport, etc);
· Example 3. UE envelope limitation. Example of capabilities have been identified within MIMO related capabilities, aggregated bandwidth, etc. Some examples include: 
· Maximum/total number of different types of RS resources across all CCs within a band/band combination (signalled as ‘per band and per BC’ in 5G), 
· Total number of Tx ports across all CCs within a band/band combination (signalled as ‘per band and per BC’ in 5G), 
· Aggregated bandwidth (signalled as ‘per BC’ in 5G)
· Example 4. ‘Per band’ capability is used to address ‘FRx/xDD’ differentiation (since Rel-16), but has been set as the same value consistently across all FDD-FR1 bands, all TDD FR1 bands, all TDD FR2-1 bands and all TDD FR2-2 bands, respectively.
For all examples above, the common reason behind is that capability granularity is overclassified (Example 1/2) or improperly used (Example 3/4). On the other hand, as also mentioned by some companies, finer granularity anyway is needed considering different UE implementation and early standardization of UE capability before testing and implementation. However, optimization from signalling structure can be further considered. 
Based on companies’ inputs, there are two Way-forwards: 
WF 1) Grouping capabilities with the same value during reporting;
WF 2) Define proper granularity for each feature.
For example 1/2 (with regard to WF 1), rapporteur understands that it depends on what capability may have the same value across bands/band combinations and how to optimize it, which is highly related to RF requirement. Rapporteur also notices that RF simplification (including band group concept) has been agreed in RAN4 for further study (as RAN4 WF quoted below) [R4-2522463].
	Sub-topic 1-2: Band and Band combination introduction/simplification
Issue 1-2-2: Band combination introduction
Agreement:
· RAN4 to study the Band Group Concept to structure the RF requirement improvement 
· Concept of band group includes RF requirements simplifications and FFS on whether include RF architecture assumptions.
· Note that the Band Group Concept is not a replacement to normal CA.
· No restriction on operators’ request on band combination
Issue 1-2-3: Meanings/benefits for band combination simplification
Tentative Agreement:
The BC simplification will primarily focus on how to
· Improve the procedure, if feasible, to introduce BC compared to 5G
· Make the spec leaner and simpler to understand
· Simplify UE conformance test
It is noted the market needs and the related proposals by the operators should not be sacrificed. RAN4 will further study how to maintain the reasonable workload and meeting cycle when new BC is introduced. 
Sub-topic 1-3: Band Group Concept for band combination simplification
Issue 1-3-3: UE behaviour and RF requirements impact under band group concept
Chair: Band group discussion will be handled in the 6G spectrum thread.


[bookmark: _Hlk217995183]For Example 3 (with regard to WF 2), in late Rel-19, RAN1 and RAN2 discussed the concept of ‘per band and per BC’. During RAN2 discussion, the duplicate reporting was discussed while companies thought it is too late to revise this granularity in 5G, as it was used since Rel-16. Some signalling overhead reduction on such aspect can be considered in 6G. Considering that capabilities related to UE envelope limitation mainly come from codebook related features, it is suggested that RAN1 could consider this aspect when defining codebook related capabilities in 6G. 
For Example 4 (with regard to WF 2), as also commented by companies, using ‘Per band’ granularity is decided by RAN2. Recalling the discussion in RAN2 #110-e meeting, there were some concerns about redundant signalling [R2-2006501] (highlighted in Green).
	R2-2004439	Summary of email discussion [Post109bis-e][064][NR15] XDD FRX differentiation	Qualcomm Incorporated	report	Rel-15	NR_newRAT-Core
P3
- 	Intel wonder if we need to do anything for R15. QC think that for R15 we don’t need to do anything. QC think we can discuss this for Rel-16. 
- 	Oppo are ok to do this for Rel-16. 
- 	Nokia are ok to not do anything for Rel-15 but think we shold inform R1 and R4. 
- 	QC think indeed we need to reply to R1. 
- 	ZTE can accept the majority view, and wonder when we can fix this. Chair think we fix when agreeable solution is available. ZTE think that a tree-approach is the best but should be done ASAP. Oppo think this is not the best way. Oppo think we just need to fix the text. QC think Case 6 is in any case problemstic. 
-	Docomo think that the main issue is that we per-UE features, and should maybe be per-freq-band, and think this would be much simpler. 
- 	LG agrees, and wonder whether we really need to resolve Case 6 right now, but think we should have one single interpretation in Rel-16.
- 	QC point out that the per-band signalling will increase the overhead,
- 	Samsung have some sympathy with LG and docomo. Samsung think case 6 is not urgent 
- 	Huawei wonder if we will have interoperability issues if we say we have one single interpretation, think 1-a and 1-b is needed also for R16. Huawei agrees that case 6 is not urgent, it cannot be tested if we add support for it. Oppo think that the network need to support all interpretations, so a single interpretation in rel-16 is for the UE. 
- 	Ericsson thought that the “single interpretation” is for Case 6. See some values to only have per freq band. 
- 	QC think that single interpretation for Rel-16 if mainly for benefits of the network. Nokia think that once network support 1-a and 1-b there is no additional benefits. 
- 	QC think that the docomo proposal for Rel-16 could be an ok compromise. Nokia agrees. 
- 	Intel think that for Rel-16 we just add the per-band signalling as proposed by Docomo, and think we should agree this now. ZTE think we should not change R1 and R4 decisions, and think it is not clear how the signalling is changed, and think it need to be discussed further. 


However, in the end, RAN2 agreed to use ‘per band’ capability signalling [R2-2006367].
	For release-16 UE capabilities for which both xDD and FRx differentiations are allowed, RAN2 intends to use “per band” capability signalling. This way, the problem above no longer exists for release-16 capabilities.


As discussed earlier, more bands and band combinations may be supported in 6G. Therefore, continue assuming use of ‘per band’ capability could indeed increase the signalling overhead by introducing redundant bits, since UE needs to set the capability consistently across the corresponding bands. For this issue, how to optimize the capability signalling design/structure for xDD/FRx differences can be studied by RAN2. Considering what features will have xDD/FRx differences are not clear, it is suggested RAN2 to optimize this after a clear understanding of what features will be supported in 6G.

Based on above, for Root Cause 1/3/4/5, rapporteur proposes the followings:
	Problem 1:  Significant capability signalling size
Root cause 1 (Root cause 1/3/4/5 in phase 1): Duplicated/redundant signalling was reported due to the same capability value shared across different bands and/or band combinations (e.g., due to some band/BC sharing the same capability, improper use of finer granularity, etc)
Example: 
· Example 1. Some capabilities are the same on the adjacent frequency bands (e.g., n1 and n3); 
· Example 2. Some MIMO parameters are the same across all the supported bands (e.g., maxNumberConfiguredTCIstatesPerCC, maxNumberActiveTCI-PerBWP, pusch-TransCoherence, periodicBeamReport, aperiodicBeamReport, etc);
· Example 3. UE envelope limitation. Example of capabilities have been identified within MIMO related capabilities, aggregated bandwidth, etc. Some examples include: 
· Maximum/total number of different types of RS resources across all CCs within a band/band combination (signalled as ‘per band and per BC’ in 5G), 
· Total number of Tx ports across all CCs within a band/band combination (signalled as ‘per band and per BC’ in 5G), 
· Aggregated bandwidth (signalled as ‘per BC’ in 5G)
· Example 4. ‘Per band’ capability is used to address ‘FRx/xDD’ differentiation (since Rel-16), but has been set as the same value consistently across all FDD-FR1 bands, all TDD FR1 bands, all TDD FR2-1 bands and all TDD FR2-2 bands, respectively.
Study area and Impacted WGs:
· Band/band combination introduction (including BW class, etc): RAN4;
· Study methods to simplify reporting of capabilities with same value across bands/band combinations (e.g., by grouping same capability(ies) of multiple bands/band combinations, by defining proper capability granularity (e.g., avoid using finer granularity for UE envelop limitation, avoid overclassified capability, etc), etc): RAN4, RAN1;
· Study the design of flexible and forward-compatible band/BC capability signalling structure to support different band combinations based on the study outcome of band/BC introduction: RAN2;
· Study how to reduce redundant capability reporting for capabilities with xDD/FRx differences: RAN2
Recommended Action:
· RAN2 sends the above identified root causes and dependencies to RAN1/4;
· RAN2 waits for the feedback on band/BC introduction (including BW class, etc) and the outcome of band group, then works on band/BC capability signalling design and structure simplification afterwards;
· RAN2 works on how to reduce redundant capability for xDD/FRx differences, after understands what features will have xDD/FRx difference.


Q1. 1) Is the Rapporteur Proposal to consider this root cause for Problem 1 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)?
	Company
	Comment

	
	

	
	

	
	

	
	



Root Cause 2
	· Root cause 2 (15/16): Multiple band combination list e.g., for regular CA and for UL Tx Switching


Most companies agree that this root cause increases UE capability signalling size. According to one company’s report, UL Tx Switching contributes more than 5% of the total signalling size when BC number goes up to 15 according to field trial log. Compared with BC list and FSC/FS, rapporteur observes that the signalling size for UL Tx switching is not that significant. However, there are still several points of complexity and overhead introduced by multiple band combination lists between regular CA and UL Tx switching:
1) Duplicated per BC capability signalling in SupportedBandCombinationList and BandCombination-UplinkTxSwitch: 
Some examples raised by companies, e.g., including ca-BandwidthClassUL between BandCombination-UplinkTxSwitch and SupportedBandCombinationList are observed sharing the same value. Some companies also raise that this problem becomes more significant when multiple switching types are introduced in later releases (e.g., 1Tx-2Tx switching with two bands, 2Tx-2Tx switching with two bands, 1Tx–2Tx switching with three or four bands, switching using a 3‑Tx chain).
2) Ambiguity on fallback rules of UL Tx switching
One company mentioned that fallback configuration of an uplinkTxSwitching is not clear, however, another company commented that fallback configuration (e.g., a single-UL carrier combination) of an uplinkTxSwitching combination are reported separately in legacy CA BC list. 
3) Non-backward compatibility when considering lower capability design (e.g., LBCA in Rel-19)
Recalling the discussion in Rel-16, though there were some concerns on the signalling overhead using a separate BC list for UL Tx switching, a separate band combination list for UL Tx switching was introduced mainly due to the following reasons [R2-2004201/R2-2005219]:
· The band combination supported for UL Tx switching is subset of full supported BC list, hence the overhead might be small;
· Non-backward compatible with Rel-15 band combination list;
· No way to address fallback BC supporting UL Tx switching when its superset BC is without such capability;
· Capabilities subject to UL Tx switching were not identified.
Though the overhead and complexity are not severe in Rel-16 when UL Tx switching was introduced, it seems this issue comes into the later releases along with the supported scenarios and the supported band pairs for UL Tx switching. Rapporteur understands that the above examples are not specific to UE capability for UL Tx switching, but could be a system level consideration. Therefore, from 6G Day 1, a unified framework considering CA, UL Tx switching and LBCA can be considered jointly by RAN4, RAN1 and RAN2, from design, procedure and signalling point of view. Therefore, rapporteur proposes the below:
	Problem 1:  Significant capability signalling size
Root cause 2 (Root cause 2 in phase 1): Complexity and overhead of UL Tx switching capability reporting (e.g., duplicate band combination list and BC capabilities between normal CA BC and UL Tx Switching, ambiguity of fallback rules, non-forward compatible to consider lower capability, etc);
Example: 
· Example 1. ca-BandwidthClassUL between BandCombination-UplinkTxSwitch and SupportedBandCombinationList are observed sharing the same value; 
· Example 2. fallback configuration of an uplinkTxSwitching is not clear;
· Example 3. Cannot support LBCA backward compatible with legacy BC list.
Study area and Impacted WGs:
· Study the feasibility of a unified framework for e.g., CA, UL Tx switching, LBCA with switching, etc: RAN4, RAN1
· Depends on the study outcome of a unified framework for e.g., CA, UL Tx switching, LBCA with switching, etc, study capability signalling structure design for CA, UL Tx switching, LBCA by considering the below points for optimization: RAN2
· Study methods to reuse reporting of capabilities if the same capability applies for both normal CA BC and UL Tx switching.
· If separate band combination lists are considered, avoid overlapped fallback configuration between CA and UL Tx switching.
· Forward compatible UL Tx switching capability signalling structure design.
Recommended Action:
· RAN2 sends the above identified root causes and dependencies to RAN1/4;
· RAN2 waits for RAN1/4 feedback on UL Tx switching design in 6G, then works on signalling optimization between normal CA and UL Tx switching


Q2. 1) Is the Rapporteur Proposal to consider this root cause for Problem 1 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)?
	Company
	Comment

	
	

	
	

	
	

	
	



Root cause 6/7
	· Root cause 6 (11/16): Not well-used FeatureSet and FeatureSetCombination
· Root cause 7 (8/16): Pairing between DL and UL cannot be indicated flexibly 


It has been observed by many companies that FS/FSC are not well-used in existing 5G capability signalling. 
For FeatureSetCombination, as it combines capabilities from multiple bands, it is difficult to reuse the same set of capabilities of such big group of combinations, especially considering FeatureSetCombination contains both UL and DL. Some companies observe no single or only limited featureSetCombination was reused across band combinations. Even if FeatureSetCombination can be reused for some cases, there’s still additional overhead if only one FeatureSetPerBand is included. 
However, companies also see the possibility for the reuse of FeatureSet (including FeatureSetDL and/or FeatureSetUL) is high. Compared with FeatureSetCombination, FeatureSet (including FeatureSetDL and/or FeatureSetUL) might have more flexibility, hence they have a higher possibility to be reused by other bands across different band combinations. 
It is further observed by some companies that, within current FS/FSPC structure, there are many band combinations that have the same DL features but different UL features, or vice-versa. UE reports redundant signalling for either FeatureSetDL or FeatureSetUL, which introduces redundant signalling overhead. 
On the other hand, there are also some concerns from companies that the feasibility of decoupling FeatureSetCombination to UL and DL is related to UL and DL decoupling progress in spectrum aggregation. For such aspect, rapporteur thinks it falls into RAN1/4 domain.
In the end, considering the key motivation of introducing FeatureSet and FeatureSetCombination was to avoid redundant signalling for band/band combination capability reporting (which was discussed in root cause 1), rapporteur proposes RAN2 to study a more efficient signalling structure to increase the reusability of a set of features across band/band combination, based on 6G band/band combination signalling structure.
Therefore, for Root cause 6/7, rapporteur proposes the below:
	Problem 1:  Significant capability signalling size
Root cause 3 (Root cause 6/7 in phase 1): Infrequent-reused FeatureSetCombination (e.g., due to loss of flexibility to reuse small sets of FeatureSet, or due to coupled DL and UL within a single FeatureSetCombination)
Example: 
· Reusability of FeatureSetCombination across BC is low, while reusability of FeatureSet (including FeatureSetDL and/or FeatureSetUL) across BC is high.
Study area and impacted WGs:
· Feasibility of UL and DL decoupling: RAN1, RAN4; 
· Based on RAN1/4 feasibility study outcome/feedback, study an efficient structure that can be extensively reused by multiple bands/band combinations whenever needed, where this structure represents a group of repeated FeatureSet of uplink and/or downlink: RAN2.
Recommended Action:
· RAN2 sends the above identified root causes and dependencies to RAN4;
· RAN2 waits for RAN1/4 feedback on feasibility of DL/UL decoupling, then study solutions to increase reusability of a set of features across bands/band combination based on 6G band/BC capability signalling structure.


Q3. 1) Is the Rapporteur Proposal to consider this root cause for Problem 1 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)?
	Company
	Comment

	
	

	
	

	
	

	
	



Root cause 8/9
	· Root cause 8 (7/16): Complex/none-forward compatible RF requirements
· Root cause 9 (3/16): Multiple bandwidth classes & fallback groups lead to more band combinations. Consider e.g. FR1 bandwidth class “B” and “C”. Both means UE can support 2 contiguous CCs. If UE wants to report support for both B and C in a band, it will increase number of BC involving that band significantly (possibly with a factor of 2). (Added by Ericsson during the email discussion)


Though many companies feel this root cause introduced complexity and overhead of capability signalling, only one example (i.e., gNB needs to validate multiple capabilities to understand actual bandwidth that a UE support on a certain band) is shown by company. As mentioned earlier, RAN4 is now actively discussing UE RF in 6G study [R4-2522451], including study of potential optimization for power class framework, Tx/Rx requirements, spectrum aggregation, bandwidth class, etc. Considering that RF requirements are impacted by many factors (i.e., RF requirement optimization should not be driven by UE capability) and there’s no significant signalling overhead identified based on this root cause from companies’ input, rapporteur suggests RAN2 to wait for further progress of RAN4.
For Root cause 9, it has been covered by Root cause 1 Observation 1.
Rapporteur hence proposes:
	Recommended Action:
Root causes 8/9 discussed above in Phase 1 are not considered as root causes for the problem of UE capability signalling overhead. RAN2 to wait for RAN4 study progress of RF requirement and study 6G RF capability structure afterwards.


Q4. Is the proposal to NOT consider Root cause 8/9 for Problem 1 acceptable? 
	Company
	Comment

	
	

	
	

	
	

	
	



Problem 2: Inefficient network filtering
	· Root Cause 1 (10/16): Improper/coarse filters (only support RAT/frequency band filtering) and UE may still report capabilities that are not supported by network
· Root Cause 2 (6/16): Network requests many bands in the filter defeating the purpose of the filter
· Root Cause 3 (8/16): UE may still further filter reported capabilities due to limited RRC message size


According to the feedback, there are two understandings from companies on ‘UE-reported capabilities that are not supported by the network’: 
1) Capabilities of the enquired bands that are not supported by current gNB, which is also related to Root Cause 2;
2) Capabilities of certain feature(s) that are not supported by the network.
For understanding 1), as commented by companies, the reason why one gNB enquires the bands not supported by itself is that all gNBs in a PLMN enquire UE capabilities for all bands and features that are used by that PLMN, regardless whether the enquired bands are supported by current gNB or not. This is mainly used to ensure UE handover to another gNB without re-enquiring UE capabilities, which further reduce latency. The number of the requested bands highly depends on the operator deployment. As discussed in Problem 1, when the number of requested bands is increased, the number of requested band combination also increases. As a result, the size of capabilities on the corresponding band combinations of the requested bands increases. Even if Problem 1 might be optimized (e.g., better structure for redundant capability reporting, etc), it might not entirely reduce capability signalling size if the number of requested bands is large. For understanding 2), on the one hand, one company observes most features are supported and used by both UE and the network; on the other hand, there’re also some examples from companies that UE cannot report all requested capabilities due to limited UL RRC message size, which further leads to some features unconfigurable. The examples for the above two understandings include:
· Example 1: The enquired band list may include all bands supported by all gNBs within a PLMN. This may further increase the capability signalling size when UE reports the supported band combinations of the enquired bands.
· Example 2: UE may exclude MRDC capabilities when the capability size reaches the boundary, which leads to NSA not being configured or NR SA CA being limited with low throughput. 
· Example 3: If network disables some features (e.g., 3CC CA), the corresponding 3CC BC capabilities doesn’t need to be reported.
As for Root cause 3, indeed, this is the consequence of large size of UE capability signalling in single report. As discussed earlier in Root cause 1/2, currently UE will filter based on UE implementation, as UE does not know network interested/supported features. 
Some companies mention that the large capability size can be solved by UL RRC segmentation. However, rapporteur would like to remind that even if UL RRC segmentation can be supported, network may support segmentation smaller than 16 (max), which can be smaller than capability size that needs to be reported. 
According to the above root causes, the following finer granularities for capability filtering are proposed by companies:
· Band combination-based filtering;
· Feature-based filtering (e.g., AI, immersive service, NTN, aerial, vehicular, etc));
· Device type-based filtering. 
On the one hand, rapporteur has the sympathy of the above optimization directions. On the other hand, it is not clear what RAN2 can study on such optimizations (see below), other than agreeing the above optimization direction in principle:
· For BC-based filtering, as discussed in Problem 1, the introduction of band combination and its simplification (e.g., band group concept) is up to RAN4 progress. Hence, whether/how to consider BC-based filtering also depends on the progress of RAN4 study.
· For feature-based filtering, without a clear understanding of what feature will be supported in 6G, it is difficult to discuss how feature-based filtering looks like.
· For device type-based filtering, since the definition of device type is being discussed in plenary, similar as feature-based filtering, without a clear definition, it is also difficult to continue discussing how it will work.
Some companies also acknowledge that filtering needs to reach a balance between re-enquiry and capability signalling size in single report. If the filtering is too coarse, the capability size of single report becomes too large. Due to limited size, after UE handover to another gNB, UE may still need to be re-enquired for capability reporting of the omitted bands. On the other hand, if finer filtering is used and the size of single capability report is reduced, UE will be re-enquired for capabilities that are not filtered by the previously connected gNB. Therefore, it is rapporteur’s understanding that the filtering can neither be too coarse nor too fine.
Considering the limited UL RRC message size, network filtering is supposed to let UE aware of network interested capabilities, so that the enquired capabilities within the limited UL RRC message size can be useful. 
Though the size of 6G RRC message and how to reduce capability overhead are not determined, considering lesson learnt from 5G (e.g., negligible overhead in previous release(s) may become significant in later releases), based on the understanding of BC, feature/device type in 6G, RAN2 needs to study how to avoid UE omitting network interested capabilities when the size of reported UE capability is larger than UL RRC message size.
	Problem 2:  Inefficient network filtering
Root cause (Root cause 1/2/3 in phase 1): Coarse network filtering didn’t provide sufficient/appropriate information to UE for 1) filtering capabilities with common interests between network and UE and 2) reducing capability size effectively.
Example: 
· Example 1: The enquired band list may include all bands supported by all gNBs within a PLMN. This may further increase the capability signalling size when UE reports the supported band combinations of the enquired bands.
· Example 2: UE may exclude MRDC capabilities when the capability size reaches the boundary, which leads to NSA not being configured or NR SA CA being limited with low throughput. 
· Example 3: If network disables some features (e.g., 3CC CA), the corresponding 3CC BC capabilities doesn’t need to be reported.
Study area and impacted WGs(s): 
· Features to be supported in 6G: All RAN WGs
· Definition of device type: RAN
· Study proper finer filtering (e.g., BC-based, feature-based, device-type based) to reduce capability signalling size in single report, considering the balance between signalling size and re-enquiry: RAN2
· Study the solutions to avoid UE omitting network interested capabilities when capability signalling size is more than UL RRC message (including when segmentation is supported): RAN2
Recommended Action:
RAN2 waits for clear definition of 1) 6G band/band combination, 2) features to be supported in 6G and 3) device type to be supported in 6G, then studies on the above study areas.



Q5. 1) Is the Rapporteur Proposal to consider this root cause for Problem 2 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)?
	Company
	Comment

	
	

	
	

	
	

	
	



Problem 3: Impractical RACS
	· Root Cause 1 (8/13): Per UE granularity (e.g., difficult to be reused by other UE(s))
· Root Cause 2 (2/13): Single UE with multiple RACS IDs without knowledge of current UE situation
· Root Cause 3 (4/13): Optional feature introduced in later release (R16) 
· Root Cause 4 (7/13): Maintenance burden
· Root Cause 5 (2/13): Delay and/or duplicated retransmit of full/wide filtered capability during UE mobility resulting from the network vendor change


As commented by some companies, there’s not much commercialization on RACS in 5G. The followings are some root causes with majority view for the commercialization challenges:
There are slightly majority of companies (8/13) thinks Root Cause 1 is agreeable and almost half of the companies think Root Cause 4 can be considered. Based on the comments, it seems Root cause 1 further leads to Root cause 2/4. Therefore, rapporteur further updates the root causes as below:
Root Cause: Capability ID covers all capabilities of a UE, i.e., whenever there’s a different capability, a new capability ID is needed. It further causes:
a) Inter-vendor coordination challenges for manufacturing-based RACS ID allocation
b) Maintenance burden and operational overhead
Examples raised by companies include:
· Example 1: RACS ID of a UE is difficult to be reused by other UE(s)
· Example 2: Multiple RACS IDs are assigned to the same UE due to temporary change of capability.
There are also some concerns from companies on the WG responsibility and whether RACS should be studied at early stage. First, rapporteur agrees that the normative work of RACS solution was done by SA2 during Rel-16. However, the solution was raised during RAN2 SI and further RAN plenary confirmed the work should be performed in SA2 and RAN2 [RP-180598]. 
	At RAN#79 UE capability handling based on UE capability ID (i.e. an ID that identifies the full set of UE capabilities was discussed for standalone mode. During the discussion of the topic, many companies showed an interest to introduce optimisations in this area. From RAN Plenary point of view the conceptual work should be performed in SA2 and RAN2 (with potential involvement of other relevant WGs such as RAN3 and CT1) since the network should store and manage such UE capability IDs.

As an outcome of the discussion in RAN it was agreed to send a request to SA to initiate the related work in SA2. If feasible, RAN would appreciate if a solution can be discussed within Rel-15 timeframe. 


Following the above mindset, rapporteur thinks RAN2 can initiate the discussion, similar as Rel-15. 
On the other hand, similar as network filtering optimization, without clear understanding on the features to be supported in 6G, it seems difficult to discuss what the suitable granularity for Capability ID is.
Based on above, rapporteur proposes:
	Problem 3: Impractical RACS
Root cause (Root cause 1/2/4 in phase 1): Capability ID covers all capabilities of a UE, which lacks of flexibility to be reused. This further leads to inter-vendor coordination challenges for manufacturing based RACS ID allocation and maintenance burden.
Example: 
· Example 1: RACS ID of one UE is difficult to be reused by other UE(s)
· Example 2: Multiple RACS IDs are assigned to the same UE due to temporary change of capability.
Study area and impacted WGs(s):
· Study the proper granularity of Capability ID: RAN2
· Normative work of RACS: SA2, CT1
· Retrieval framework of RACS-based capability: RAN2, RAN3, CT1
Recommended Action:
· RAN2 waits for clear definition of features to be supported in 6G, then studies the proper granularity of Capability ID and inform SA2 afterwards.



Q6. 1) Is the Rapporteur Proposal to consider this root cause for Problem 3 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)? 4) Is the proposal to NOT consider Root cause 3/5 for Problem 1 acceptable?
	Company
	Comment

	
	

	
	

	
	

	
	




Problem 4: Unnecessary capability signalling
	· Root Cause 1 (14/14): massive optional features


Improper granularity was captured in Problem 1 Root cause 1. Therefore, in this chapter, rapporteur focuses on other issues that may introduce unnecessary capability signalling, other than improper granularity.
From companies’ comments, the other root causes of such unnecessary capability signalling are:
1) Multiple options are introduced to the same functionality, which further leads to market fragmentation or deployment issue;
2) Too many optional components for single feature/function.
For 1), The example features raised by companies mainly comes from MIMO and its related codebook parameters.
However, rapporteur observes that 6G SID already captures such aspects [RP-251881]:
	The study should strive at dimensioning an appropriate set of functionalities, minimizing the adoption of multiple options for the same functionality, focusing on practical user experience. The study should identify principles to ensure extensibility and deliver superior performance. 


For 2), rapporteur understands this is covered by Problem 5 Root Cause 2, please companies refer to the study area/recommend action to the corresponding summary there.
Based on above, rapporteur proposes:
	Problem 4: Massive optional features that are not deployed/commercialized
Root cause (Root cause 1 in phase 1): Multiple options are introduced to the same functionality and too many optional components defined for single feature/function.
Example: 
MIMO and codebook related parameters.
Impacted WGs(s):
Avoid introducing multiple options for the same functionality: RAN1, RAN2, RAN4
Recommended Action:
All RAN WGs should strictly follow principles in 6G SID, minimizing the adoption of multiple options for the same functionality.



Q7. 1) Is the Rapporteur Proposal to consider this root cause for Problem 4 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)?
	Company
	Comment

	
	

	
	

	
	

	
	



Problem 5: Commercialization challenges
Root Cause 1/3/4
	· Root Cause 1 (6/15): No differentiation between non-trivial feature(s) and other feature(s). This further leads to under-reporting/finer granularity UE capability reporting used in 5G for the purpose of addressing individual deployment and infra vendors, but increases signalling overhead (as discussed in Problem 1);
· Root Cause 3 (5/15): Late deployment to wait for ‘slowest’ network vendor before activating a capability in operator’s network, due to no differentiation treatment of different vendors; 
· Root Cause 4 (6/15): Interoperability issue even after IoDT test is done, due to incompatibility to specification, insufficient tests covering the problematic case(s), lack of IoDT between vendors, etc. 


For Root Cause 1, based on companies’ feedback, it seems the root causes raised by RP-253230 is not clear. Some companies think it is the same as finer granularity that has been discussed in Problem 1; some others think it is related to mandating network-side capabilities (e.g., in case where per FS or per FSPC proves unfeasible). 
For Root Cause 3, some companies think this vendor-based IoDT seems doesn’t follow IoDT principles, some others think it further causes Root cause 4, as different network vendor has different deployment timeline, hence, some early released UE may lack of IoDT test with enough network vendors.
For Root Cause 4, after the IoDT, some companies pointed out that there might be still some interoperability issues identified. As commented by some companies, the key reason why such interoperability happens seems that there’s not sufficient and comprehensive IoDT for the feature. That is, such interoperability was not successfully identified during the IoDT phases.
It seems Root Cause 3/4 mainly concern the problem caused by insufficient IoDT tests before a feature is announced being tested. Regarding this, rapporteur thinks they can be covered by Root cause 2.
In the end, since there’s no clear majority view for Root cause 1/3/4, rapporteur proposes not to consider Root cause 1/3/4 for Problem 5.
	Recommended Action:
Root cause 1/3/4 are not considered as root cause for the problem of commercialization challenges. If there’s a concern, rapporteur thinks Root cause 3/4 can be covered by Root cause 2.


Q8. Is the proposal to NOT consider Root cause 1/3/4 for Problem 5 acceptable? 
	Company
	Comment

	
	

	
	

	
	

	
	



Root Cause 2
	· Root Cause 2 (12/15): Mandatory feature is only mandating user equipment to implement, but not for the network, and further leads to losing tracking of ecosystem supported features in 3GPP. This makes difficult to guarantee the degree of forward compatibility; 


First, the objective of ensuring mandatory features by both network and UE has been agreed in RAN #110 meeting [RP-253874]:
	Agreement:
· Further study the necessity and feasibility on how to improve the deployment and IoDT availability [end to end], which aims to ensure the deployment of at least the mandatory features by both the network and the UE.
· The context of 6G mandatory features will be part of the study. 
· It is FFS how to extend the outcome of this study to optional features.  


Additionally, majority of companies agree that Root cause 2 brings the most commercialization challenges. There are some examples raised by companies including RRC INACTIVE state, MBSFN, etc. Rapporteur understands this is not an exhaustive list of all features that are not commercially deployed. On the other hand, without definition of mandatory features for both network and UE, due to so many features, it increases the challenges of defining sufficient IoDT test cases. This further causes insufficient IoDT for certain feature(s), as pointed out in Root cause 3/4.
Furthermore, another challenge raised by companies on IoDT test is about a feature implemented by NW and UE with different time phases, either causing delay of introducing a feature (then lead to Root cause 3), or causing problems to early-released UE chipset implemented at early release (then lead to Root cause 4). Hence, beyond the mandatory feature defined for both network and UE, it seems an aligned time phase of feature development could also be helpful for the whole procedure of IoDT and successful market deployment.
The last but not the least, as commented by companies and during online meeting of RAN2/RAN, IoDT is a cross-RAN WGs issue, which is not something solely subject to RAN2’s responsibility. Considering that RAN already agreed to continue study the feasibility on how to improve the deployment and IoDT availability, rapporteur suggests RAN2 stops the discussion on how to resolve such issue, leaving it to RAN to continue the study.
	Problem 5: Commercialization challenges 
Root cause (Root Cause 2 in phase 1): Mandatory feature is only mandating user equipment to implement, but not for the network, and further leads to losing tracking of ecosystem supported features in 3GPP. This makes difficult to guarantee the degree of forward compatibility.
Example: 
RRC inactive state, MBSFN, features defined with multiple optional components
Impacted WGs(s):
RAN
Recommended Action:
RAN2 suggests RAN to continue study the necessity and feasibility on how to improve the deployment and IoDT availability, which aims to ensure the deployment of at least the mandatory features by both the network and the UE with sufficient IoDT test cases and clear time phase. No further RAN2 action unless tasked by RAN.



Q9. 1) Is the Rapporteur Proposal to consider this root cause for Problem 5 acceptable? 2) Do companies agree on the WG impacts (and comment, if any)? 3) Do companies agree on the above recommended action (and comment, if any)?
	Company
	Comment

	
	

	
	

	
	

	
	




Other Aspects
Based on the above discussion and summary, to make further progress in RAN2, rapporteur thinks the identified problems/root cause and dependencies with other WGs need to be informed to the impacted WGs by sending a LS.
RAN1:
	For Problem 1 and its Root Cause 1/2:
Action: RAN2 expects RAN1 to inform RAN2 on the outcome of the following study:
· Study methods to simplify reporting of capabilities with same value across bands/band combinations (e.g., by grouping same capability(ies) of multiple bands/band combinations, by defining proper capability granularity (e.g., avoid using finer granularity for UE envelop limitation, avoid overclassified capability, etc), etc): RAN4, RAN1;
· Study the feasibility of a unified framework for e.g., CA, UL Tx switching, LBCA with switching, etc: RAN4, RAN1;
· Feasibility of UL and DL decoupling: RAN1, RAN4; 
For Problem 4 and its root cause:
Action: RAN2 encourages all RAN WGs should strictly follow principles in 6G SID, minimizing the adoption of multiple options for the same functionality.



RAN4:
	For Problem 1 and its Root Cause 1/2/3:
Action: RAN2 expects RAN4 to inform RAN2 on the outcome of the following study:
· Band/band combination introduction (including BW class, etc): RAN4;
· Study methods to simplify reporting of capabilities with same value across bands/band combinations (e.g., by grouping same capability(ies) of multiple bands/band combinations, by defining proper capability granularity (e.g., avoid using finer granularity for UE envelop limitation, avoid overclassified capability, etc), etc): RAN4, RAN1;
· Study the feasibility of a unified framework for e.g., CA, UL Tx switching, LBCA with switching, etc: RAN4, RAN1
· Feasibility of UL and DL decoupling: RAN1, RAN4; 
For Problem 4 and its root cause:
Action: RAN2 encourages all RAN WGs should strictly follow principles in 6G SID, minimizing the adoption of multiple options for the same functionality.



RAN:
	For Problem 5 and its root cause:
Action: RAN2 thinks RAN will continue study the necessity and feasibility on how to improve the deployment and IoDT availability, which aims to ensure the deployment of at least the mandatory features by both the network and the UE with sufficient IoDT test cases and clear time phase.



SA/SA2:
RAN2 sends LS to SA2 after initial study of proper granularity of Capability ID. (Note that the study of proper granularity starts after clear definition of what features to be supported in 6G)

Q10. Do you agree the above information to be sent to the related WGs?
	Company
	Comment

	
	

	
	

	
	

	
	



In the end, rapporteur understands the discussion and inputs from companies to this email discussion are quite fruitful. Hence, rapporteur suggests to consider the summarized problems/root causes/examples in Section 2 to be considered as part of RAN2 6G TR.
Q11. Do you agree to capture the problems/root causes/examples summarized in Section 2 as part of RAN2 6G TR?
	Company
	Comment

	
	

	
	

	
	

	
	



Conclusion
<to be updated>
Reference
[1] R2-2508044	Discussion on 6GR UE capability framework	vivo
[2] R2-2508073	Discussion on UE capability framework	Transsion Holdings
[3] R2-2508076	UE Capability pain points and considerations	Xiaomi
[4] R2-2508097	Considerations on 6GR UE Capability	CATT
[5] R2-2508113	Discussion on 6G UE Capability	OPPO
[6] R2-2508145	UE capability framework considerations for 6GR	MediaTek Inc.
[7] R2-2508209	6GR UE Capability Framework	SHARP Corporation
[8] R2-2508322	6GR UE capability framework	Nokia
[9] R2-2508356	Views on UE capability signaling in 6G	Charter Communications, Inc
[10] R2-2508422	On UE capability framework for 6G	NTT DOCOMO INC.
[11] R2-2508445	Considerations on UE capability framework in 6G	Apple
[12] R2-2508459	Discussion on UE capability aspects in 6G	Fujitsu
[13] R2-2508509	Consideration on 6G UE Capability	ZTE Corporation, Sanechips
[14] R2-2508540	Discussion on 6GR UE capability	Sony
[15] R2-2508610	6G UE Capability Framework	LG Electronics Inc.
[16] R2-2508616	Discussion approach for 6G UE capability	Huawei, HiSilicon
[17] R2-2508622	Considerations on UE capability framework for 6GR	Lenovo
[18] R2-2508624	UE Capability Framework in 6G	Ofinno
[19] R2-2508668	Discussion on fundamentals of UE capability framework	NEC
[20] R2-2508732	Improvements for UE capabilities	Ericsson
[21] R2-2508768	Design of 6GR UE capabilities	InterDigital, Inc.
[22] R2-2508839	Considerations on UE capability framework for 6GR	CMCC
[23] R2-2508868	Considerations on UE capability framework in 6G	Qualcomm Incorporated
[24] R2-2508876	UE capability framework for 6G	Samsung
[25] R2-2508903	A New UE Capability Framework for 6G	AT&T, Deutsche Telekom, Ericsson, Nokia, Orange, Panasonic, Spark NZ, Telecom Italia, Telstra, T-Mobile USA, Verizon, Viavi
[26] R2-2508916	Discussion on UE Capability Framework	Futurewei Technologies
[27] R2-2508937	Consideration on 6GR UE Capability	Spreadtrum, UNISOC
[28] R2-2508939	Consideration on 6G UE capability framework	ETRI
[29] R2-2508963	Discussion on UE capability framework	TCL
[30] R2-2508968	Discussion on IODT problems for 6G UE capability framework	KDDI Corporation
[31] R2-2509032	Discussion on UE capability framework	Deutsche Telekom AG
[32] R2-2509073	Discussion on dynamic UE capability update	BT Plc, Ericsson, T-Mobile USA, Deutsche Telekom
[33] R2-2506988	Considerations on UE capability signalling in 6G	Qualcomm Incorporated
[34] R2-2507607	Consideration on 6G UE Capability	ZTE Corporation
[35] RP-253048		Discussion on Handling of IoDT issues	Oppo
[36] RP-253230		Views on UE capability framework 	Qualcomm
[37] RP-253066		A New UE Capability Framework for 6G	AT&T, Deutsche Telekom, Ericsson, KT Corp., Nokia, NTT Docomo, Orange, Panasonic, SK Telecom, Spark NZ, Telecom Italia, Telstra, T-Mobile USA, Verizon, Viavi, Vodafone, Xiaomi
image1.png
K- featuresetCombinations

L comitted>

BandCombination
| i-porameters tions {
sopperedBdCembpatentt
supportedBandCombination st UplrKTASwitch
R G
oo G5/
— /
FeaturesetUplink

[ Featuresets
featureSetsDownlinkPerCC { 5

bandist
featureSetCombination — FeatureSetCombinationd

e |

'
i
i
i
i
h
!
|
/
/

BandCombination
/

FeatureSetDo e l.* ’

Pty AN

FeatureSetUplinkPercC

—
FesesapriPeCG,

FeatureSetsperar

SetCombination




image2.png
(- accessSratumRelease

|- measandvibparamaters

bandst
BandCombination =~ featureSetCombination — FeatureSetCombinationid
supportedBandCombinationList S carParametersR.
L rrparameters

ot~ Same == ===

~

bandCombination

supportedBandParLsthR
BandCombination-UplikTxSwitch

uplkTxSwitching-OptionSupport
supportadBandCombinationList-UplikTxSwitch

pkTxSwitching-PowerBoosting

BandCombination-UplikTxwitch
- <omitecs




image3.png
Table 1: Multiple reporting of the same BC
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Table 2: High Repetition Rate of Capability Parameters
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FeatureSetCombination information element
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