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1 Introduction

This paper aims at capturing the summary of email discussion. 

· [Post115-e][088][eIAB] inter-CU routing open issues (Huawei)


Scope: Address the listed open points for inter-CU routing: 


- What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);


- How to differentiate the concatenated traffic and non-concatenated traffic;


- How to determine whether a data should be delivered to upper layer (for downstream);


- How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).


Intended outcome: Report


Deadline: Long

1st round deadline: initial comments collection. October 12th, 0900 UTC
2nd round deadline: one week for proposal checking and TP/Running CR discussion if possible. October 21th, 0900 UTC
RAN2 related agreements:
	· For inter-donor-DU re-routing, support the “previous routing ID to new routing ID” BAP header rewriting.

· For intra-CU cases, Support inter-donor-DU re-routing at least in the scenarios of NR-DC among donor-DUs, inter-donor-DU recovery and inter-donor-DU migration.

· Support inter-CU re-routing, i.e. IAB-node re-routes the data to its original donor-CU via the alternative BAP path over the topology in target CU.

· As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.

· As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.


RAN3 related agreements:
	· One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios

· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.

· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.

· FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.

· RAN3 assumes that the boundary node has only one BAP address in each topology.

· RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.

· For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.  


2 Discussion

2.1 Terminologies clarification
Terminologies to be used in this email discussion:
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Inter-CU topology redundancy        Inter-CU partial migration

Pleases note the terminology clarification is only for the scope of email discussion, not for the specification usage.
Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU.

Alternative modelling:

Boundary IAB node (upstream): IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU. (IAB-2 in the figure) (same as above)
Boundary IAB node (downstream): IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a child DU. (IAB-3 in the figure)


First topology: the topology fragment before the boundary node for a traffic. (For example, the 1st topology is IAB-2 and IAB-4 for upstream; donor-DU2, IAB-3 and IAB-2 for downstream [blue nodes].)
Second topology: the topology fragment after the boundary node for a traffic. (For example, the 2nd topology is IAB-2, IAB-3 and donor-DU2 for upstream; IAB-2 and IAB-4 for downstream [green nodes].)

Concatenated 

traffic: the traffic routing across two topologies which belong to different CUs.  [Traffic that is carried across the blue topology and processed on the BAP layer of the boundary node.]
(For example the brown line and purple line in above figure). Please note 
this terminology includes both descendant node traffic and access traffic. You can understand this as the traffic from/to neighbor CU2’s topology, which needs to be handled by boundary node.
Non-concatenated 

traffic: [Traffic that is carried across the green topology only and processed on the BAP layer of the boundary node.] the traffic routing across one topology which belong to one CU. (For example the orange line and red line in above figure, as supported in R16). Please note this terminology includes both descendant node traffic and access traffic. You can understand this as the traffic from/to CU1’s topology, which needs to be handled by boundary node.
Inter-topology routing: the BAP routing across two topologies which belong to different CUs, i.e. the “inter-CU routing” used before.

Inter-topology re-routing: BAP  re-routes the data (finally terminated to its original donor-CU) via the alternative BAP path over the topology in target CU, i.e. the “inter-CU re-routing” used before.
2.2 Unified BAP operations
The goal of this section is to design the solution for BAP operations to cover inter-topology routing, inter-topology re-routing and inter-donor-DU re-routing

. We strive to comprehensive solution for those 3 cases and strive to similar solution for upstream and downstream, if possible.
2.2.1 Assumption and modelling clarification 
Before discussing the solution, the traffic/data needs to be handled by the BAP of boundary IAB-node is clarified below. (As agreed by R3, boundary node’s access traffic will be handled same as R16, which is not discussed below)

For upstream at boundary node:
· Case 1: Data from CU1 topology to be forwarded to CU1 topology; [i.e. non-concatenated traffic’s intra-topology routing]

· Case 2: Data from CU1 topology to be forwarded to
 CU2 topology; [i.e. concatenated traffic’s inter-topology routing
]

· Case 3: Data from CU1 topology originally to be forwarded to CU1 topology, but re-routed to CU2 topology due to RLF. [i.e. non-concatenated traffic’s inter-topology re-routing]

· Case 4: Data from CU1 topology originally to be forwarded to CU2 topology, but re-routed to CU1 topology due to RLF. [i.e. concatenated traffic’s inter-topology re-routing]

· Case 5: Data from CU1 topology originally to be forwarded to donor-DU1 of CU1 topology, but re-routed to donor-DU5 of CU1 topology due to RLF. [i.e. intra-topology inter-donor-DU re-routing]
· Case X: Data from upper layers to be transmitted on CU1 topology.

· Case Y: Data from upper layers to be transmitted on CU2 topology.
For downstream at boundary node:

· Case 6: Data from CU1 topology to be delivered to upper layer;

· Case 7: Data from 
CU2 topology to be delivered to upper layer;

· Case 8: Data from CU1 topology to be directly forwarded to next hop node in the CU1 topology;

· Case 9: Data from 
CU2 topology to be BAP header rewritten and then forwarded to next hop node in the CU1 topology;
For the alternative modelling the possible cases are:

For upstream at boundary node (IAB-2):

Case 1-5: same as above

For downstream at boundary node (IAB-3):

· Case 6: Does not exist (downstream boundary node only handles data from its own CU);

· Case 7: Data from CU2 topology to be delivered to upper layer;

· Case 8: Data from CU2 topology to be directly forwarded to next hop node in the CU2 topology;

· Case 9: Data from CU2 topology to be BAP header rewritten and then forwarded to next hop node in CU1 topology;
It is important to clarify the assumption to ensure that companies on the same page on the BAP operation basic modelling when discussing the solutions later.
Below is the straight forward 

basic BAP operation modelling assumed by rapporteur:
	Basic BAP operation modelling: Header rewriting for concatenated traffic=>Checking routing table specific for concatenated or non-concatenated traffic => Header rewriting for re-routing=> Looking-up routing table again for re-routing.


Below is the straightforward basic BAP operation modelling assumed for the alternative modelling
:

	Basic BAP operation modelling: Checking routing table for both non-concatenated and concatenated traffic => Header rewriting for concatenated traffic or for re-routing


NOTE: For clarification on “Checking routing table specific for concatenated or non-concatenated traffic”, please see the Question 9 below.

Clarification 1: Similar to the R16 local re-routing, for inter-topology re-routing and inter-donor-DU re-routing, BAP should “Check routing table” first before “Header rewriting for re-routing”, to try the primary path first and then do the re-routing if no primary path available.
	5.2.1.3
Routing

For a BAP Data PDU to be transmitted, BAP entity shall:

-
if the BAP Data PDU corresponds to a BAP SDU received from the upper layer, and
-
if the BH Routing Configuration has not been (re)configured by F1AP after the last (re)configuration of defaultUL-BH-RLC-Channel by RRC:

-
select the egress link on which the egress BH RLC channel corresponding to defaultUL-BH-RLC-Channel is configured as specified in TS 38.331 [3] for non-F1-U packets;

-
else if there is an entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, whose BAP path identity is the same as the PATH field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select the egress link corresponding to the Next Hop BAP Address of the entry;

NOTE 1:
An egress link is not considered to be available if the link is in BH RLF.

-
else if there is at least one entry in the BH Routing Configuration whose BAP address matches the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available:

-
select an entry from the BH Routing Configuration whose BAP address is the same as the DESTINATION field, and whose egress link corresponding to the Next Hop BAP Address is available;

-
select the egress link corresponding to the Next Hop BAP Address of the entry selected above;


Question 1: Do you confirm/agree the pre-condition/criteria of “BAP header rewriting for re-routing” is that there is no available next hop found based on previous BAP routing ID and based on BAP address in the routing table (e.g. due to BH RLF or type2 indication, etc.), similar to R16?
	Companies
	Yes or No?
	Comments

	Nokia
	Yes
	BAP header re-writing should always be based on routing, i.e., re-writing is done only if (re)routing requires header re-writing.

	Kyocera
	Yes
	We assume the re-routing is performed after the routing fails. 

	CATT
	Yes
	BAP header rewriting should be performed after R16 routing and rerouting mechanism can not work. If there is no available next hop found based on previous BAP address and routing ID, BAP layer will perform BAP rewriting for rerouting.


	QCOM
	Yes
	In other words: Routing ( link not available ( use other link ( header rewriting

	Lenovo
	
	Does it mean that only path ID change does not trigger BAP header rewriting? If yes, we agree with the criteria.

	Ericsson
	Yes, but load balancing should also be considered as precondition/criteria.
	BH RLF, or type-2 RLF reception can be used as triggering criteria for re-routing, but RAN3 also agreed that load balancing is an use case for inter-donor re-routing (besides robustness). Hence, the boundary IAB node can be configured to re-route certain upstream traffics via the CU2.
It should also be clarified that in this question we are discussing the precondition/criteria for the BAP header rewriting in the upstream. In the downstream, the only precondition for the BAP header rewriting is that the traffic should come from the CU2.


Clarification 2: Similar to the legacy BAP modeling, the “Determination of delivery to upper layer” at RX should be before “Checking routing table” at TX. 
With the above clarification 1/2, there is one more FFS point on the basic BAP operation modeling, which may be the key point of this discussion.
Modelling FFS: For concatenated traffic’s inter-topology routing, FFS on whether checking “Header rewriting for concatenated traffic” is performed first or “Determination to deliver to upper layer” is performed first. 

The below Question 4/5 depends on this modeling FFS, and it will be discussed/down-selection in Question 7 in the end.
Therefore, before going into the details, rapporteur asks companies to share views on the above assumptions and modelling.

Question 2: Companies are asked for comments on the above data cases (case 1-9) and/or on the BAP basic operation modeling, if any? (Mainly on the basic modeling and its clarification 1/2, while the modelling FFS will be asked and down-selected later in Q7)
	Companies
	Comments, if any

	Nokia
	As indicated above, for the alternative boundary node modelling, 
- cases 1-5 are valid, case 6 does not exist and for cases 7-9 data is always from CU2 (since the downstream boundary node belongs to topology of CU2)
- BAP operation is much simpler and basically the same as for Rel16: check whether data is delivered to upper layers, if not check routing table and perform header re-writing if needed

	Kyocera
	We agree that the Rx operation, i.e., to determine the delivery to upper layer, is performed before the Tx operation, as same with Rel-16. 

Just small clarifications: 
In Case 5, “donor-DU5” is not depicted in the figure, but we assume it’s another donor-DU of CU1. 
[Rapp]: Yes
In Case 9, we assume the data is forwarded to the next hop node in “CU1 topology”
[Rapp]: Yes, updated.

	CATT
	We agree that the BAP basic operation modeling and the 9 cased. 

	QCOM
	You are missing two cases for upstream traffic:
· Case X: Data from upper layers to be forwarded to CU1 topology.

· Case Y: Data from upper layers to be forwarded to CU2 topology.
These are the equivalent cases 6 and 7 for downstream traffic.
[QC1]: We don’t see why this is straightforward since it has the header rewriting step twice. We propose an alternative approach:

Routing ( Header rewriting.

Both of these alternatives should be discussed here.

	Lenovo
	For the basic modeling, the last step “Looking-up routing table again for re-routing” may be not needed. Since in the step of “Header rewriting for re-routing”, the egress link has been selected already.

	Ericsson
	We are fine with the Rel.16 legacy modeling in which the RX side of the BAP entity checks whether to forward the traffic to upper layers or not.
Regarding the cases the following should be clarified:

Case 1 / 2: Clarify differences between case 1 / 2 and case 3 / 4. Is the only difference between them the criteria for the BAP header rewriting? i.e. in case 3 and 4 the triggering criteria is RLF, whereas in case 1 and 2 is some NW configuration on the traffic, e.g. some traffic to be routed to CU1 directly, and some other traffic to be routed via CU2.
We also would like to change “forwarded to CU2 topology” -> “forwarded via CU2 topology” since the traffic is still terminated in CU1 even though it goes via CU2.
Case 7 / 9: Clarify what “from” means. In our understanding it should be for case 7 “Data from CU1 routed via CU2 and to be delivered to upper layers”, and for case 9 “Data from CU1 routed via CU2 and to be forwarded to next hop after BAP header rewriting”.
Case X/Y: Does these cases really exist? The boundary IAB node is still anchored to CU1 so from the upper layers perspective all the traffic is terminated in the CU1. So from the upper layers perspective what is the difference between case X/Y and the other cases 1-2-3-4-5?


2.2.2 Solution discussion 
Following discussion is to address the open issues from last RAN2 meeting for inter-topology routing:


- What’s the BAP address added in BAP header in the first topology (i.e. the BAP address of ingress data at the boundary node);


- How to differentiate the concatenated traffic and non-concatenated traffic;


- How to determine whether a data should be delivered to upper layer (for downstream);


- How to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology).

Question 3: How to differentiate the concatenated traffic and non-concatenated traffic for downstream

NOTE: for upstream case, this can be automatically identified by the solution in Q4, since only concatenated traffic performs BAP header rewriting.
Motivation 1 for this question: based on the RAN3 agreement below, BAP operations is different 

for concatenated traffic and non-concatenated traffic, at least for downstream, including the Determination to deliver to upper layer and Header rewriting for concatenated traffic only.
	· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.


Motivation 2 for this question: 

· There is no assumption on the CU coordination to avoid the routing ID/BAP address/path ID collision, used in the two ingress topologies at the boundary node for downstream. Namely that the downstream ingress BAP data at the boundary node from two topologies may have the same routing ID/BAP address/path ID.

· So, any solution based on routing ID/BAP address/Path ID in below Question 4/5 

only works if the boundary node can identify whether the data is concatenated traffic or non-concatenated traffic first (i.e. from which topology). Then, the new behavior of the solution in Question 4/5 only applies to the concatenated traffic rather than non-concatenated traffic.
· For example, in the BAP address based solution in Q5, the boundary node needs to determine whether the downstream traffic is concatenated traffic or non-concatenated traffic, so that it knows which BAP address (i.e. CU1 configured or CU2 configured) to be used for determination to deliver to upper layer. Note that R3 agreed the two BAP addresses of boundary node may be same.  
Based on the above motivations, the boundary node needs to differentiate the concatenated traffic and non-concatenated traffic for downstream (i.e. identify the ingress link). 
One example way: For topology redundancy scenario, it is clear that data received from MCG is the non-concatenated while from SCG is the concatenated traffic. For partial migration case, boundary node only has the MCG with all downstream traffic are concatenated traffic. For sure, this assumes the IAB-node knows it is the boundary IAB node (e.g. by the configuration with two BAP address or the configuration of BAP header rewriting table for inter-topology routing).
Question 3: Do you agree that the ingress link is able to identify/differentiate the concatenated and non-concatenated traffic at the boundary node for downstream?

	Companies
	Yes or No?
	Comments

	Nokia
	No
	With the alternative boundary node modelling, IAB-nodes in the other topology are allocated “pseudo” BAP address (or Routing ID). For “pseudo” Routing IDs, the boundary node is configured with the actual Routing IDs (of the other topology) to be used in BAP header re-writing. Thus, the boundary node can identify the concatenated traffic based the “pseudo” Routing ID. The same applies to both downstream and upstream.
Thus, with the alternative boundary node modelling, the BAP operation is same as in Rel16: 
- based on Routing ID, the BAP PDU is routed to next hop node. 
- the only new thing is that If the next hop node (based on the pseudo Routing ID) is in the other topology, the BAP performs header re-writing.

	Kyocera
	No
	We’re still not sure if it’s always possible to identify/differentiate the concatenated traffic and non-concatenated traffic based on the ingress link, considering various deployment scenarios, e.g., combination with CP/UP separation etc. 

We would prefer a unified solution for both downstream and upstream. So, we think the two cases should be discussed together. 

	CATT
	No
	We think it is not reliable to identify/differentiate the concatenated and non-concatenated traffic by ingress link.
[Rapp]: As clarified, this is to just differentiate the traffic from CU1 topology and CU2 topology.

	QCOM
	Question is not clear
	We believe the question was aiming for something else. 
The ingress link certainly knows if it resides in the blue topology or the green topology. So it either receives only blue or only green traffic. For this reason, it does not have to differentiate between green and blue traffic.
Do you mean: The ingress link is the differentiator between blue and green ingress traffic?
[Rapp]: Yes, that’s the intention of this question.

	Lenovo
	Yes
	

	Ericsson
	Yes
	It seems quite straightforward to assume that one ingress link can only be associated to either the concatenated traffic or the non-concatenated traffic.


Question 4: How to determine whether the BAP header of a data should be rewritten
NOTE: Somehow Question4 and Question5 are related and address similar issue, and somehow rely on the Q3/6.

The issue: For concatenated traffic, boundary node need to know whether any BAP data needs to perform the BAP header rewriting for inter-topology routing purpose.

Option 1: Routing ID based approach

· Option 1a: by checking the routing ID in BAP header with the configured BAP Header rewriting table (assuming “Header rewriting for concatenated traffic” first in the Modelling FFS)
· For both upstream and downstream, if routing ID in header matches any “previous routing ID” in the rewriting table, the BAP header should be rewritten.

· This kind of “specific routing ID” is naturally configured by the first column of the BAP Header rewriting table.
· This is not mutual exclusion with using “pseudo BAP address”.
· Option 1b: (assuming “Determination to deliver to upper layer” first in the modelling FFS)
· For downstream, the BAP header should be rewritten, if the data is determined as NOT to be delivered to upper layer for concatenated traffic, based on the solution in Q5. 

· For upstream, option 1a is used.

Option 2: BAP address based approach

· Option 2a: by checking the BAP address in BAP header with the configured specific BAP address(es) set (assuming “Header rewriting for concatenated traffic” first in the Modelling FFS)
· For both upstream and downstream, if the BAP address in the header belongs to the configured BAP address(es) set (e.g. the pseudo BAP addresses), the BAP header should be rewritten.

· This requires separate configuration on the specific BAP address set.
· Option 2b: (assuming “Determination to deliver to upper layer” first in the Modelling FFS)
· For downstream, the BAP header should be rewritten, if the data is determined as NOT to be delivered to upper layer for concatenated traffic, based on the solution in Q5. 

· For upstream, option 2a is used.

Option 3: Path ID based approach 

· Option 3a: by checking the path ID in BAP header with the configured specific path ID(s) set (assuming “Header rewriting for concatenated traffic” first in the Modelling FFS)

· For both upstream and downstream, if the path ID in the header belongs to the configured path ID(s) set, the BAP header should be rewritten.

· This requires separate configuration on the specific path ID set.
· Option 3b: (assuming “Determination to deliver to upper layer” first in the Modelling FFS)
· For downstream, the BAP header should be rewritten, if the data is determined as NOT to be delivered to upper layer for concatenated traffic, based on the solution in Q5. 

· For upstream, option 3a is used.

Option 4: Routing ID based approach with alternative boundary node modelling
· for both upstream and downstream, by checking the Routing ID in BAP header with the configured routing table determine the Next Hop IAB-Node (same as Rel16)
· if the Next Hop Node is in the other topology (e.g., indicated in the routing table or in a separate header re-writing table), perform BAP header re-writing (new in Rel17)
· replace the “previous routing ID” in the BAP header with the “new routing ID”.

This alternative uses “pseudo” BAP Routing IDs.
Option 5: Flag in BAP header approach

· For both upstream and downstream, the additional flag is shown in each BAP header, which uses one of the existing “R” bits. If the flag is set to “1” then the data is the concatenated traffic, i.e., for BAP header rewriting. 

Question 4: Which option do you prefer to determine whether the BAP header of a data should be rewritten (i.e. whether being routed to another topology or its own topology) for concatenated traffic in inter-topology routing at the boundary node? 
	Companies
	Option?
	Comments 

Please clarify if you have different solutions for upstream and downstream. You can also add more options (e.g. option 1c, option 4, …)

	Nokia
	Option 4
	Option 4 with alternative boundary node modelling uses Rel16 approach for both upstream and downstream in the corresponding boundary nodes. Header rewriting is performed only if Routing ID based routing indicates that Next Hop Node is in the other topology.

	Kyocera
	Option 5
	We think the additional flag in BAP header, i.e., using one of existing “R” bits, is used to determine whether the data should be performed with BAP header rewriting, as well as whether the data should be forwarded to the upper layer. We assume it’s common solution for both upstream and downstream. 

We wonder if RAN3’s assumption, “1a: RAN3 assumes that the boundary node has only one BAP address in each topology”, meant Option 2a is no longer applicable. 

	CATT
	Option 1a
	The procedure of “Header rewriting for concatenated traffic first” seems more fluently. 

	QCOM
	Option 1b

	In Rel-16, it is first determined whether traffic is to be delivered to upper layer. Otherwise, it is routed.

In Rel-17, we can follow same approach as Rel-16 where the difference is the routing may also incur header rewriting. This deprioritizes options 1a, 2a and 3a.

Options 1b, 2b and 3b are the same for downstream. For upstream, option 1b is more generic since BAP routing ID includes both BAP address and BAP path ID.

	Lenovo
	Option 1a
	For option 2 and 3, they are both the subset of option 1, then option 1 has more flexibility for configuration.

And since the DESTINATION BAP address used for intra-topology routing packets may be the same as the DESTINATION BAP address used for the packets to be delivered to the upper layer, then BAP header rewriting needs to be performed firstly for the intra-topology routing packets.

	Ericsson
	Option 1a for the TX side, and Option 1b for the RX side.
	For RX: We do not see why receiving operations should be changed compared with legacy. First the receiving part of the BAP entity determines whether to pass the incoming BAP PDU to upper layers. 
For TX: If the RX side of the BAP entity determines that the BAP PDU should be passed to the transmitting part of the BAP entity, then the solution in option 1a should follow, i.e. the UE checks if for the BAP routing ID in the header there is any matching entry “previous BAP routing ID”. If there is a matching entry, the BAP header is rewritten with the corresponding “New Routing ID”.
Regarding the pseudo-BAP addresses, we believe that those should be used irrespectively of the solution adopted for the BAP header rewriting. Pseudo-BAP addresses are needed because the CU2 does not need to know the real BAP addresses when injecting packets into the CU2 topology, given that anyhow the boundary node will do BAP header rewriting for the packets coming via CU2.


Question 5: How to determine whether a data should be delivered to upper layer (for downstream) 
NOTE: Somehow Question4 and Question5 are related and address similar issue, and somehow rely on the Q3/6.

NOTE: For upstream, see the issue discussed in Q6.

The issue: For downstream, the boundary node needs to know whether any received BAP data should be delivered to upper layer.

Clarification on one RAN3 assumption: “RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.”

· It means ONLY the data with matched BAP address can be delivered to upper layer. But, it does NOT means any data with matched BAP address should be delivered to upper layer. Somehow, the downstream traffic terminated at the boundary node has to add the BAP address in header same as the boundary node’s BAP address. 

· Namely that FFS whether path ID part is additionally used to determine whether a BAP data should be delivered to upper layer.
· Anyway, this is RAN3 assumption
, RAN2 should have our final conclusion.
Option 1: Routing ID based approach

· Option 1a: by checking the routing ID in BAP header with the configured BAP Header rewriting table (assuming “Header rewriting for concatenated traffic” first in the Modelling FFS)
· For downstream concatenated traffic, if routing ID in BAP header does NOT match any “previous routing ID” in the rewriting table (i.e. not to be header rewritten) 
, the data should be delivered to upper layer.

· This kind of “specific routing ID” is naturally configured by the first column of the BAP Header rewriting table.
· Option 1b: by checking the routing ID in BAP header with some configured routing ID set (assuming “Determination to deliver to upper layer” first in the Modelling FFS)
· For downstream concatenated traffic, if the routing ID in the BAP header belongs to the configured routing ID set, the data should be delivered to upper layer.

· This requires separate configuration on the specific routing ID set

Option 2: BAP address based approach

· Option 2a: (assuming “Header rewriting for concatenated traffic” first in the Modelling FFS)
· For downstream concatenated traffic, if it is determined NOT to be BAP header rewritten based on the solution in Q4, the data should be delivered to upper layer.

· Option 2b: by checking the BAP address in BAP header with the configured specific BAP address(es)  (assuming “Determination to deliver to upper layer” first in the Modelling FFS)
· For downstream concatenated traffic, if the BAP address in the header is same as the boundary node BAP address configured by CU2, the data should be delivered to upper layer.
Option 3: Path ID based approach 

· Option 3a: (assuming “Header rewriting for concatenated traffic” first in the Modelling FFS)

· For downstream concatenated traffic, if it is determined NOT to be BAP header rewritten based on the solution in Q4, the data should be delivered to upper layer.

· Option 3b: by checking the path ID in BAP header with the configured specific path ID(s) set (assuming “Determination to deliver to upper layer” first in the Modelling FFS)
· For downstream concatenated traffic, if the path ID in the header belongs to the configured path ID(s) set, the data should be delivered to upper layer.
· This requires separate configuration on the specific path ID set

Option 4: Routing ID based approach with alternative boundary node modelling

· same as Rel16: by checking the BAP address in BAP header determine if the data should be delivered to upper layers 
Option 5: Flag in BAP header approach

· For both upstream and downstream, the additional flag is shown in each BAP header, which uses one of the existing “R” bits. If the flag is set to “1” then the data is the concatenated traffic, i.e., it’s not the data to be forwarded to the upper layer. Otherwise, the data is forwarded to the upper layer. Note: DESTINATION field in BAP header is set to the BAP address of boundary node, for both the data on concatenated traffic and the data to be forwarded to the upper layer. Note that this flag is the same as one in Question 4. 

Question 5: Which option do you prefer to determine whether a data should be delivered to upper layer for downstream in inter-topology routing at the boundary node? 
	Companies
	Option?
	Comments

You can also add more options (e.g. option 1c, option 4, …)

	Nokia
	Option 4
	With the alternative boundary node modelling header re-writing always happens on the transmitting side of the topology boundary. Therefore, each IAB-node (including the boundary node) always receives BAP PDUs with BAP Routing IDs from ID space of its own topology. Therefore, normal Rel16 operation can be used for determining whether the BAP PDU should be delivered to upper layers: check whether BAP address in the BAP header is your own BAP address.

	Kyocera
	Option 5
	We think the additional flag in BAP header, i.e., using one of existing “R” bits, is used, as commented in Q4. 

	CATT
	Option 1a
	[Rapp] I move the wording updates in option 1a here, proposed by CATT (i.e. adding the highlight part)
· “For downstream concatenated traffic, if routing ID in BAP header does NOT match any “previous routing ID” in the rewriting table (i.e. not to be header rewritten) and DESTINATION field of this BAP PDU matches the BAP address of this node, the data should be delivered to upper layer.”

	QCOM
	Option 2b
	In Rel-16, it is first determined whether traffic is to be delivered to upper layer. Otherwise, it is routed.

In Rel-17, we can follow same approach as Rel-16 where the difference is the routing may also incur header rewriting. This deprioritizes options 1a, 2a and 3a.

Following the RAN3 agreement, the BAP address is used to identify packets that have to be passed to upper layers => Option 2b

	Lenovo
	Option 2a
	Option 2 can reuse the mechanism in R16.

And since the DESTINATION BAP address used for intra-topology routing packets may be the same as the DESTINATION BAP address used for the packets to be delivered to the upper layer, then BAP header rewriting needs to be performed firstly for the intra-topology routing packets.

	Ericsson
	Option 2b
	Option 2b is as in Rel.16, i.e. if the BAP destination in the BAP header matches the BAP address of this node the BAP PDU is delivered to upper layers, otherwise the packet is passed to the TX part of the BAP entity. Then the TX part of the BAP entity will be in charge of doing the BAP header rewriting.



Question 6: The BAP address of ingress data at the boundary node
Issue 1: BAP address collision in the first topology, if the BAP address in header is set to the real destination
· There is no assumption on the CU coordination for BAP address allocation. So, the BAP address of two nodes in the two topologies may be same.

· For concatenated traffic, the BAP address in header used in the first topology should not be the real destination node, otherwise it causes the BAP address collision with non-concatenated traffic.

Question 6a: In the first topology, do you confirm that the “BAP address in the header of concatenated traffic” should not be collided with the “BAP address in the header of non-concatenated traffic”, which relies on the CU implementation to configure suitable BAP routing ID to be added? (This does not imply any specification impact.)
	Companies
	Yes or No?
	Comments

	Nokia
	
	This is not an issue with the alternative boundary node modelling since each node only receives BAP PDUs with BAP addresses from its own topology (real for destinations in own topology or pseudo for destinations in the other topology), i.e., the collision of BAP addresses does not happen with the alternative.

	Kyocera
	Yes
	We agree that for concatenated traffic, the DESTINATIN field in BAP header is not the real destination. Otherwise, the boundary node would think it’s non-concatenated traffic. 

	CATT
	Yes
	It is depended on the implementation.

	QCOM
	No
	From Q3, we know how to distinguish b/w concatenated and non-concatenated traffic. Assuming two packets carry same BAP address, the packet of the concatenated traffic will be header re-written while the packet of the non-concatenated traffic will not be header re-written. What’s the problem?
[Rapp]: This is the issue in the first topology, not an issue after rewriting. See the above statement “-
For concatenated traffic, the BAP address in header used in the first topology should not be the real destination node, otherwise it causes the BAP address collision with non-concatenated traffic.”

	Lenovo
	No
	BAP address collision may not cause any problem since the BAP header rewriting will be performed by the boundary IAB node.

And we only need to guarantee BAP routing ID in the header of concatenated traffic” not being collided with the “BAP routing ID in the header of non-concatenated traffic”.

	Ericsson
	Yes
	We believe that this simplifies the BAP specification effort, because it would immediately differentiate the concatenated traffic from the non-concatenated traffic.
Additionally, we believe that besides the possibility of address collision, the real destinations may not be used because those may collide with some other addressed of IAB nodes under the CU2 which obviously should be avoided. 
Hence, the specification needs to at least assume that the BAP destination of traffics coming via the CU2 may not be the real destination. 


Issue 2: Ambiguity of determination to deliver to upper layer at the boundary node, if the BAP address in header is set to the BAP address of boundary node.

One CU implementation example in the above question could be adding the boundary node’s BAP address in the header for concatenated traffic. While it may cause below issue:
· For upstream, if the BAP address in header of the ingress data is same as the boundary node’s BAP address, the R16 BAP RX operation will erroneously deliver it to upper layer, while the concatenated traffic should be forwarded to the other topology. Extra solution is needed.
	5.2.2
Receiving operation

Upon receiving a BAP Data PDU from lower layer (i.e. ingress BH RLC channel), the receiving part of the BAP entity shall:

-
if DESTINATION field of this BAP Data PDU matches the BAP address of this node:
-
remove the BAP header of this BAP Data PDU and deliver the BAP SDU to upper layers;

-
else:

-
deliver the BAP Data Packet to the transmitting part of the collocated BAP entity.


· For downstream, if the BAP address in header is same as the boundary node’s BAP address, extra solution is required to further differentiate the traffic to be header rewritten from the traffic to be delivered to upper layer. (see Q4/5)
To address the above issue 1/2 (mainly for issue 2), following options can be considered:

Option 1: Routing ID based approach
· As one CU implementation example, the BAP address in header can be set to the BAP address of boundary node for concatenated traffic.

· At the boundary node, BAP RX will treat/consider the received BAP data with specific routing ID separately as concatenated traffic (e.g. with the routing ID in header matched the BAP header rewetting table). Then, regardless the BAP address in header, BAP RX will not deliver the data to upper layer the as long as its routing ID belongs to some specific routing ID set (so that the traffic terminated at donor-DU or descendant node will not be erroneously delivered to upper layer).

· This is somehow from the summary proposal in RAN3#113 comeback #1304 “1c: RAN3 assumes that for inter-topology traffic, any BAP routing ID in the ingress topology represents an alias for the BAP routing ID for the egress topology”.

Option 2: BAP address based approach

· Only the traffic terminated at the boundary node adds the BAP address of the boundary node, while the traffic terminated at donor-DU or descendant node adds some other “pseudo BAP address” (different with the boundary node’s BAP address) for concatenated traffic.
Option 3: Path ID based approach 

· As one CU implementation example, the BAP address in header can be set to the BAP address of boundary node for concatenated traffic.

· At the boundary node, BAP RX will treat/consider the received BAP data with specific path ID separately as concatenated traffic. Then, regardless the BAP address in header, BAP RX will not deliver the data to upper layer the as long as its path ID belongs to some configured specific path ID set (so that the traffic terminated at donor-DU or descendant node will not be erroneously delivered to upper layer).

Option 4: Flag in BAP header approach

· For both upstream and downstream, the additional flag is shown in each BAP header, which uses one of the existing “R” bits. If the flag is set to “1” then the data is the concatenated traffic, i.e., it’s not the data to be forwarded to the upper layer. Otherwise, the data is forwarded to the upper layer. Note: DESTINATION field in BAP header is set to the BAP address of boundary node, for both the data on concatenated traffic and the data to be forwarded to the upper layer. Note that this flag is the same as one in Question 4. 

Option 5: to add if any
Question 6b: Which option do you prefer to address the ambiguity of determination to deliver to upper layer at the boundary node (i.e. issue 2 above)? 
	Companies
	Option?
	Comments 

Please clarify if you have different solutions for upstream and downstream. You can also add more options (e.g. option 1c, option 4, …)

	Nokia
	2
	With the alternative boundary node modelling there is no ambiguity, same as in Rel16 where BAP address is used to determine when to deliver to upper layers (option 2).

	Kyocera
	Option 4
	We think the additional flag in BAP header, i.e., using one of existing “R” bits, is used, as commented in Q4. 

	CATT
	1
	

	QCOM
	2
	In upstream, there is no delivery to upper layers at the boundary node so Q6b does not apply.

[Rapp] Please see the above statement: “-
For upstream, if the BAP address in header of the ingress data is same as the boundary node’s BAP address, the R16 BAP RX operation will erroneously deliver it to upper layer, while the concatenated traffic should be forwarded to the other topology. Extra solution is needed.”

In downstream, this is addressed in Q5. Determination to deliver to upper layer is done first based on BAP address matching. Traffic not to be delivered to upper layer will carry a different BAP address than that configured to the boundary node in the ingress topology.

	Lenovo
	Option 1
	If the BAP header rewriting will be performed firstly for the inter-topology routing packets before“Determination to deliver to upper layer”. Then, there will no further ambiguity for the above issue.

	Ericsson
	Option 2
	As already expressed in Q4/5, the RX operations can be kept same as in legacy. The boundary IAB node will have two BAP addresses, i.e. one BAP address assigned by CU1 and one by CU2. If the incoming BAP PDU has a BAP destination that matches one of these two addresses, the packet is delivered to upper layers, otherwise it is passed to the TX part of the BAP entity for BAP header rewriting (if the BAP PDU came via the CU2).
Regarding the upstream, we agree with QC that this issue will never occur in upstream. The descendant nodes will always set the BAP destination in the BAP header as the BAP address of the donor DU1, even if their traffic is re-routed by the boundary IAB node through the CU2. Hence it will never happen that the boundary IAB node passes upstream data to upper layers, unless the BAP address of the donor DU1 is the same as the BAP address of the boundary IAB node, which would obviously be an erroneous NW configuration.


Question 7: The full picture of BAP operations at boundary node
	Basic BAP operation modelling: Header rewriting for concatenated traffic=>Checking routing table specific for concatenated or non-concatenated traffic => Header rewriting for re-routing=> Looking-up routing table again for re-routing.

Modelling FFS: For concatenated traffic’s inter-topology routing, FFS on whether checking “Header rewriting for concatenated traffic” is performed first or “Determination to deliver to upper layer” is performed first. 


Based on the solution to above questions and the BAP operation modeling above you prefer to, the full picture of BAP operations at the boundary node can be discussed/selected.

Approach A: “Header rewriting for concatenated traffic” is performed first
· 1. Determine and perform Header rewriting for concatenated traffic, based on the solution in Q4;

· 2. If not to be header rewritten, determination to deliver to upper layer;

· 3. Checking routing table specific for concatenated or non-concatenated traffic;

· 4. If inter-topology or inter-donor-DU re-routing is triggered, perform header rewriting for re-routing and select the next hop by looking-up the routing table with the new routing ID.

· 5. Mapping to BH RLC Channel
Approach B: “Determination to deliver to upper layer” is performed first
· 1. Determination to deliver to upper layer, based on the solution in Q5 and Q6;

· 2. If not to be delivered to upper layer in downstream or based on the solution in Q4, determine and perform Header rewriting for concatenated traffic, using the solution in Q4;

· 3. Checking routing table specific for concatenated or non-concatenated traffic;

· 4. If inter-topology or inter-donor-DU re-routing is triggered, perform header rewriting for re-routing and select the next hop by looking-up the routing table with the new routing ID.
· 5. Mapping to BH RLC Channel
Approach C: “Alternative boundary node modelling”
· 1. Determination to deliver to upper layer, based on the BAP address (same as Rel16);

· 2. If not to be delivered to upper layer, in both downstream and upstream, check the routing table to determine the next hop node (same as Rel16);
· 3. If the next hop node is not available perform re-routing to determine the new next hop node (same as Rel16);
· 4. If the next hop node is in the other topology (=concatenated traffic) or inter-donor-DU re-routing happens, perform Header rewriting; (new in Rel17)

· 5. Mapping to BH RLC Channel
Approach D: “Flag in BAP header approach”
· 1. Determination to deliver to upper layer, based on the BAP address and the flag with “0” (backward compatible with Rel-16); 
· 2. If not to be delivered to upper layer, in both downstream and upstream, determine and perform Header rewriting for concatenated traffic, based on the flag with “1”; 
· 3. Checking routing table specific for concatenated or non-concatenated traffic; 
· 4. If inter-topology or inter-donor-DU re-routing is triggered, perform header rewriting for re-routing and select the next hop by looking-up the routing table with the new routing ID; 
· 5. Mapping to BH RLC Channel. 
Question 7: Please indicate the modeling and options you prefer to, and explain how the BAP operation works in tails to address all the previous issues?  
	Company
	Modell-ing FFS
(A or B?)
	BAP operation options
	Comments

Please explain how the whole BAP procedures works in details, with the option you select in Q3-7.

	
	
	Opt. to Q4
	Opt. to Q5
	Opt. to Q6
	

	Nokia
	C
	4
	4
	2
	With the alternative boundary node modelling the natural choice is Approach C where only step 4 is new. All the other steps are the same as in Rel16.

	Kyocera
	B
	5
	5
	4
	We prefer to define the additional flag in each BAP header, i.e., to use one of existing “R” bits. This flag is set to “1” for concatenated traffic; otherwise, it’s “0” as same with Rel-16. We also think the DESTINATIN field in BAP header is set to the BAP address of boundary node for both the concatenated traffic and the data to be delivered to the upper layer. 

For detailed procedure: 

The Rx part can determine the data delivered to the upper layer, if the DESTINATION field and the additional flag in BAP header are the boundary node’s BAP address and the additional flag is “0” respectively. Otherwise, the data is passed to the Tx part. 

The Tx part should first determine whether the data is non-concatenated traffic or concatenated traffic, according to the additional flag, i.e., “0” or “1” respectively. 

For non-concatenated traffic, Rel-16 routing is performed. 

For concatenated traffic, BAP header rewriting operation is performed first. Then, the routing is performed based on the proper routing table, i.e., for concatenated traffic. 
If the egress link is not available during the routing operation, the re-routing is triggered. In this case, the BAP header rewriting operation is performed before the re-routing operation. 

	CATT
	A
	1
	1
	1
	

	QCOM
	B
	1b
	2b
	2
	First, in RX part and DL, identify traffic for upper layers, which carries the boundary-node’s BAP address of the ingress link. All other traffic is forwarded to TX part. For UL, all traffic is passed to TX part.
Then, in TX part, for DL, “concatenated traffic”, i.e., traffic from blue ingress link, will be header rewritten and then routed; “non-concatenated traffic”, i.e, traffic from green ingress link, will be routed without header rewriting. For UL, header rewriting and routing is one step for all traffic. Traffic, whose header is rewritten, will be forwarded to blue egress link. Traffic, whose header is not rewritten, will be forwarded to green egress link.

	Lenovo
	A
	1a
	2a
	1
	In the first topology, different sets of BAP routing ID are used for concatenated traffic and non-concatenated traffic.

Upon receiving the packets at the boundary IAB node, the BAP entity firstly performs BAP header rewriting for some specific packets. After BAP header rewriting, only the DL access traffic of the boundary IAB node has its own BAP address and then be delivered to the upper layer. While for the other packets, they can be routed to the next hop based on the routing table or based on the rerouting mechanism.

	Ericsson
	B
	1a at TX side
1b at RX side
	2b
	2
	We should clarify that this question mainly applies to downstream. For upstream, we agree with QC.

The step “Determination to deliver to upper layer” is not applicable to the upstream, because all the upstream traffic has as BAP destination the BAP address of DU1, hence the boundary IAB node will never deliver upstream traffic to upper layers.
On the other hand, in upstream there is another step that is not present in the downstream, i.e. the determination of whether the egress link is available or not (RLF), and the determination of whether the ingress traffic should be load-balanced via CU2. 


Question 8: Bearer mapping leftover 
Based on the last meeting agreement, the legacy bearer mapping operation seems sufficient by considering the ingress to egress BH RLC channel mapping at the boundary node.
Question 8: Do you see any other essential issue in details for BAP operation on bearer mapping at the boundary node?
	Companies
	Comments, if any

	Nokia
	No issues

	CATT
	No issues

	QCOM
	Yes. The bearer mapping configuration specifies mappings based on prior-hop and next-hop BAP addresses. Since BAP addresses are only unique within the scope of each topology, the bearer mapping configuration needs to indicate the ingress topology for the ingress link and the egress topology for the egress link.
[Rapp] discussed in Q10c.

	Lenovo
	No issues.

	Ericsson
	No issues


2.3 Configuration assumptions
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2.3.1 Ingress/egress topology ambiguity
	For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.  


Based on the above RAN3 agreement, routing table configuration (or its entry) at the boundary node should be able to indicate whether it is for concatenated or non-concatenated traffic (i.e. the topology).
The motivation is:

· The two parent nodes in different topology of the boundary node may have the same BAP address (e.g. IAB-1 and IAB-3), which makes the “Next Hop BAP Address” of routing entry ambiguous for concatenated and non-concatenated traffic, in upstream.

· In upstream, the routing IDs (the one of non-concatenated traffic and the new one after header rewriting of concatenated traffic) may be same for the data to be routed to the two different egress topologies. It means there may be two entries with same routing ID, if the routing tables are merged as one.
Question 9: Do you agree that the routing table configuration (or its entry) at the boundary node should be able to indicate whether it is for concatenated or non-concatenated traffic (e.g. separate routing tables/entries)?
	Companies
	Yes or No?
	Comments

	Nokia
	Not necessary
	It is not necessarily indicated in the routing table, it can also be indicated in the header re-writing table of the boundary node. This works for the alternative boundary node modelling for both up and downstream.
For upstream, (where the alternative boundary node is the same as boundary node assumed by RAN3) we assume that IAB-3 has a pseudo BAP address in the green topology (IAB-3 itself does not know the pseudo address). Then the routing is performed normally and the next hop BAP address in IAB-2 is either IAB-1 BAP address (real) or IAB-3 BAP address (pseudo). The egress link is determined based on the next hop node. The routing table then can indicate that IAB-3 address is pseudo (i.e., in different topology) and there can be an additional entry in the routing table giving the actual Routing ID to be used in header re-writing (or there can be a separate table for rewriting).
For the alternative boundary node modelling, the same approach applies for downstream where the boundary node is IAB-3.

	Kyocera
	Yes
	We assume the boundary IAB-node is configured with separate routing tables, i.e., one managed by a CU and another managed by another CU. Of course, the signalling details, e.g., how to configure these tables, is up to RAN3. 

	CATT
	
	Whatever rewriting table need be configured in boundary IAB-node, it can be indicated in the header re-writing table of the boundary node.

	QCOM
	
	For downstream, if routing is done before header rewriting, the routing configuration needs to indicate the ingress topology.
In upstream, routing and header rewriting cannot be separated. Header rewriting itself indicates the egress topology.

	Lenovo
	Yes
	

	Ericsson
	
	It is not clear what is meant with “routing table configuration” at the boundary node. Is that the legacy BH Routing configuration mapping the BAP routing IDs to next hop? Or the new table mapping previous routing ID to new routing ID? 
Obviously, the legacy BH Routing Configuration provided by CU1 should be configured separately, from the new rewriting table mapping the previous BAP routing ID to the new BAP Routing IDs. 
However, we believe that only one BH Routing Configuration is needed, since in downstream all the traffic towards the descendant nodes pertains the CU1 BH routing configuration, and for the upstream the header rewriting itself indicates the egress topology (as mentioned by Qualcomm).


2.3.2 Upstream and downstream ambiguity
Since there is no assumption on the routing ID coordination between CUs, the routing ID used in the different topologies may be same. Also, R16 assumes the routing table configuration does not differentiate the upstream and downstream.
For concatenated traffic, one routing ID used in the 2nd topology for downstream may be same as one routing ID used in 2nd topology for upstream
. There may be routing ID collision in the routing table configuration at the boundary node (i.e. one upstream routing ID may be same as one downstream routing ID).

Therefore, the routing table should be separate for upstream and downstream for concatenated traffic. Otherwise, there will be two entries with same routing IDs (i.e. one upstream routing ID may be same as one downstream routing ID.)

Question 10a: Do you agree that, for concatenated traffic, the routing table configuration (or its entry) at the boundary node should be able to indicate whether it is for upstream or downstream (e.g. separate routing tables/entries)?
	Companies
	Yes or No?
	Comments

	Nokia
	No
	This is one benefit of the alternative boundary node modelling: there is no ambiguity. The boundary node only routes BAP Routing IDs of one topology, therefore, there is no ambiguity. The header re-writing is performed after determining the next hop node, i.e., there is no routing after the header re-writing.

	Kyocera
	Yes
	Unless the routing ID coordination between CUs is assumed in RAN3, we agree that it may be necessary to differentiate between upstream or downstream, in the routing table(s). 

However, we assume it means BAP layer needs to identify the directions of each packet, which is different from Rel-16 principle. We assume it would need an additional behaviour in BAP routing, e.g., to identify whether each packet is on upstream or downstream traffic. 

	CATT
	Yes
	

	QCOM
	See comment
	If routing is done before header rewriting, the routing configuration needs to indicate the ingress topology for DL traffic. This is not needed for UL traffic.

If header rewriting is done before routing, there is no need for UL routing entry, which implies that the DL routing entry does not have to carry a DL indicator.

	Lenovo
	Yes
	

	Ericsson
	No
	Assuming that the issue is about “one routing ID used in the 2nd topology for downstream may be same as one routing ID used in 1st topology for upstream.”, we wonder how likely is that this situation really occurs.
This can only happen in case one routing ID assigned by CU1 for downstream traffic at the boundary IAB node, is exactly the same as one routing ID assigned by CU2 for upstream traffic at the boundary IAB node. For this to happen, it has to occur that the BAP address of the donor DU2 is exactly the same as the real BAP address of a descendant node, and also the associated PATH ID has to be the same. This seems to be a very unlikely situation, and specifying separate tables/entries for downstream/upstream for such a corner case looks like an overkill.


The same issue occurs for the BAP header rewriting table. For concatenate traffic, one previous routing ID for upstream may be same as one previous routing ID for downstream. If the upstream and downstream have the merged one BAP header rewriting table, there may be two entries in the table with the same Previous Routing ID.
Question 10b: Do you agree that, for concatenated traffic, the BAP header rewriting configuration (or its entry) at the boundary node should be able to indicate whether it is for upstream or downstream (e.g. separate tables/entries)?
	Companies
	Yes or No?
	Comments

	Nokia
	No
	Again with the alternative boundary node modelling this is not an issue: routing is performed first based on (real or pseudo) Routing ID of boundary node’s own topology and header re-writing is performed only for traffic to other topology (both for upstream and downstream). Therefore, there is no need to separate up or downstream entries.

	Kyocera
	Yes
	As same with our comment in Question 10a, we agree that it may be necessary to differentiate between upstream or downstream, in the BAP header rewriting table(s), unless the routing ID coordination between CUs is assumed in RAN3. 

	CATT
	Yes
	

	QCOM
	Not enough
	This is fine for UL traffic. For DL traffic, there is still ambiguity since it may arrive from both topologies in case of a dual connected boundary node.
[Rapp]: This seems the motivation that we have Q3.

	Lenovo
	Yes
	

	Ericsson
	No
	Similar to Q10a, this seems to be a corner case.
For this to happen, it needs to occur that the previous routing ID of the upstream is the same as the previous routing ID of the downstream. Hence, one condition should be that the BAP address of the donor DU1 (upstream) is the same as the pseudo BAP address assigned by the CU2 for a descendant node (downstream). Additionally, also the PATH ID has to be the same. This seems to be a very unlikely situation, and specifying separate tables/entries for downstream/upstream BH routing configuration for such a corner case looks like an overkill.


The similar issue occurs for the bearer mapping table. The parent node of the boundary node in CU2’s topology (IAB-3) may have the same BAP address with the child node of the boundary node (IAB-4). In that case, one entry of the BH RLC CH mapping table can be “BAP add1+ BH RLC ID1=>BAP add1 + BH RLC ID2”. It is ambiguous on whether it is “RLC1 of IAB-3=>RLC2 of IAB-4” as downstream or “RLC1 of IAB-4=>RLC2 of IAB-3” as upstream.
Question 10c: Do you agree that, for concatenated traffic, the BH RLC Channel Mapping Configuration (or its entry) at the boundary node should be able to indicate whether it is for upstream or downstream (e.g. separate tables/entries)?
	Companies
	Yes or No?
	Comments

	Nokia
	No
	Not an issue with the alternative boundary node modelling where the BAP addresses are unique (as in Rel16) (either real or pseudo but unique) and ingress BH RLC channel can be mapped to egress BH RLC channel with no ambiguity.

	Kyocera
	Yes
	We think it’s necessary, unless the BAP address coordination between the CUs is assumed in RAN3. 

	CATT
	Yes
	

	QCOM
	Yes
	The bearer mapping includes prior hop and next hop BAP addresses.

For DL, the prior hop BAP address needs to indicate to which topology it belongs.

For UL, the next hop BAP address needs to indicate to which topology it belongs.
There are two options:

Option 1: Prior/next hop BAP address in BH RLC CH configuration include an optional topology indicator.
Option 2: BH RLC CH configuration includes one DL vs. UL indicator and one topology indicator, referring to ingress for DL and to egress for UL.

	Lenovo
	Yes
	

	Ericsson
	Too early to decide
	This question assumes that the legacy BH RLC channel mapping information is reused as it is, including the prio/next hop BAP address and the ingress/egress BH RLC CH ID. Therefore, this question implies that the prior hop BAP address and the next hop BAP addresses are exchanged across the two topologies as well as the ingress BH RLC channel IDs and supposedly their associated QoS requirements. 
Therefore, some level of coordination would be required. However, RAN2/3 has not discussed yet whether coordination between nodes is needed and whether information exchange on prior/next hops, ingress/egress BH RLC CH is needed. That should be discussed first, before addressing possible upstream/downstream collisions on the BH RLC channel mapping configuration.


2.3.3 Header rewriting configuration
In the basic BAP operation modelling, BAP may perform the BAP header rewriting twice or for two purposes: one for header rewriting for inter-topology routing and one for header rewriting for re-routing (e.g. inter-topology re-routing or inter-donor-DU re-routing).
Question 11: Do you agree that, the BAP header rewriting configuration for inter-topology routing and the BAP header rewriting configuration for re-routing at the boundary node should be two separate rewriting tables?
	Companies
	Yes or No?
	Comments

	Nokia
	No
	With the alternative boundary node modelling routing (and potential re-routing) is performed first to determine the next hop node and only if that next hop requires header re-writing (inter-topology or inter-donor-DU), then perform the re-writing. Thus, the header re-writing ONLY happens once.

	Kyocera
	FFS
	We agree the BAP header rewriting may be performed twice, i.e., one for inter-CU routing and another for re-routing. But we still wonder if one BAP header rewriting configuration can handle the two cases, which will depend on the outcome of Question 9, while we tend to assume it’s clearer to have the separate tables. 

	CATT
	No
	A unified rewriting table is better.

	QCOm
	Yes
	We need two routing tables.
Let’s assume, we had only one header rewriting table.
Case 4: UL traffic is forwarded from green to blue topology:
· UL packet includes virtual BAP routing ID for blue donor-DU in green topology.
· Header rewriting table includes entry: 

Virtual BAP routing ID for blue donor DU ( Real BAP routing ID of blue donor DU.
· If the blue parent link has RLF, the boundary node needs to apply header rewriting for re-routing. This could be done in a consecutive rewriting step. In this case, the table has to include an entry:
Real BAP routing ID for blue donor DU ( Real BAP routing ID of green donor DU.
This entry cannot be in the same table since the ingress BAP routing IDs refer to a different topologies and may accidently collide.
Alternatively, the first header rewriting step is not executed. In this case, the header rewriting table needs to include an entyr:

Virtual BAP routing ID for blue donor DU ( Real BAP routing ID of green donor DU.

This implies that the BAP header rewriting table has two conflicting entries:

Virtual BAP routing ID for blue donor DU ( Real BAP routing ID of blue donor DU.

Virtual BAP routing ID for blue donor DU ( Real BAP routing ID of green donor DU.

Analogue reasoning can be applied for Case 3.
Consequence: The boundary node needs to perform two consecutive steps using two different tables:

· Header rewriting + routing based on header rewriting table 1

· If egress link is not available, perform header rewriting based on table 2. 


	Lenovo
	No
	Rerouting is the local behavior of intermediate IAB node, there is no need to introduce BAP header rewriting table for local rerouting.

	Ericsson
	No
	We should aim at minimizing specification differences between inter-topology routing and inter-donor DU re-routing, unless there is a clear issue. For example, it is not clear in the example from Qualcomm why the IAB node should first perform a BAP header rewriting due to inter-topology routing and then overwrite the new header again to route the packet back to CU1. Shouldn´t the IAB node first check the availability of the link towards the blue topology before performing any inter-topology routing?


3 Conclusion and proposals

Based on the above summary, following proposals are given.
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�We propose to discuss an alternative where the header rewriting always happens in the transmitter side of a link and, therefore, upstream and downstream boundary nodes are separate. This alternative considerably simplifies BAP spec.


�Based on the below R3 agreements, the “two boundary nodes” modelling is not the RAN3 assumption.





RAN3#112 meeting:


Agree on the following terminologies and definitions:


- Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU





RAN3#111 meeting


The boundary IAB node belongs to two topologies of two donor CUs


�With the alternative, each IAB-node only belongs to one topology from BAP point of view, in the figure IAB-2 would belong to CU1 topology only.


�The original definition is inconsistent with the use of the term in the following discussion: The purple traffic (access traffic to boundary node) can be interpreted as “confined to only blue topology” or as “crossing two topologies”. This issue is discussed in Q6b and should not be preempted here.


We have provided a definition that is compliant with the rapporteur’s statement in email and the remainder of this document.


�I reject the big change (by deleting something) on the definition, but ok to add more clarification as proposed, since some companies already input their views based on the rapporteur original text.


It is clear, in the whole document,  “Concatenated traffic” includes both the brown line and purple line in above figure.


��Maybe no need to discuss/argue whether this is accurate, because this is just the context/terminology used in this email discussion. We will be very careful to use this in any proposal.





�To make it consistent with “concatenated traffic”


�It is clear, in the whole document, “non-concatenated traffic” includes both the orange line and red line in above figure


�We believe that this is the intention. Is this correct? Please clarify.


�If the node performs inter-topology re-routing, then this node can be called as “boundary node”.





I remove the proposed change, since the main intention of this email discussion is to first investigate the boundary node.


�Is inter-topology re-routing also inter-donor-DU re-routing? We propose to differentiate:





1. Inter-topology re-routing


2. Intra-topology re-routing





Both of these refer to inter-donor-DU re-routing, which can occur at any IAB-node (including the boundary node.


�This has been clarified by the case 1-5 on upstream data.


�Isn´t a more appropriate wording to say “via”? The traffic as shown in figures above is still terminated in CU1, so “via” is clearer in our view.


�What is the difference between case 2 and cases 3 / 4 below? Is that in case 2 the re-routing occurs for reasons different than RLF, e.g. load-balancing of some traffic?


�Is it possible to clarify this “from”? Because that it may lead to different interpretation:


The traffic is routed by the CU1 to CU2 and then forwarded by CU2 to the boundary IAB node.


The traffic comes from CN directly into CU2 which forwards it to the boundary IAB node.





In our understanding, interpretation 2 above is out-of-scope since in the partial migration solution the traffic is all anchored to CU1. However we believe it is good to clarify.


�Same comment as above


�We don’t see why this is straightforward since it has the header rewriting step twice. We propose an alternative approach:


Routing ( Header rewriting.


Both of these alternatives should be discussed here. 


�I copy your comment to the box of question 2, which is used to collect companies’ view on the modelling.


�As indicated in the above RAN3 agreements, this modelling proposed by Nokia is not the RAN3 assumption.


But, it may be reasonable for proponent to use this email to explain their consideration.





In the conclusion part of this email discussion, rapporteur will clarify that all the proposals are to be made based on the RAN3 assumed “single boundary node” modelling, which can be revisited if RAN3 will revise their agreement.


�Not an issue for alternative boundary node modelling: determining to deliver to upper layers is part of “routing” and is always done first (as in Rel16), header re-writing is done after that for inter-topology routing.


�RAN3 means the following:


 Inter-topology descendent node traffic is rewritten.


 Intra-topology descendent node traffic is not rewritten.


 Upper layer traffic is not rewritten.





You are getting confused here because your definition of “concatenated traffic” mingles upper layer traffic and descendent-node traffic together. 


�Again, the intention of Q3 is to first differentiate the two type of traffic (the one from CU1/green topology and the one from CU2/blue topology)


�This is confusing. Why are you discussing Q4/5 above Q3? This is completely out of context.


�This is not to discuss Q4/5 here. It is only to remind companies that any new solution we are going to use in Q4/5 may require some specific routing ID/BAP address/Path ID.


The issue here is that data from green topology and blue topology may have the same routing ID.


�It has been noted that some company may have different understanding on the RAN3 agreement. Companies are also welcome to comment your preferred option with your understanding on the RAN3 agreement.


�CATT made one change on this part, which is moved to the comment box.


�“one routing ID used in the 2nd topology for downstream may be same as one routing ID used in 2nd topology for upstream�.”





Since the CU2 is in charge of assigning both the downstream and upstream routing ID under the 2nd topology, how would it be possible that it assigns the same BAP routing IDs for upstream and downstream?





Did you mean routing ID used in 2nd topology, and routing ID used in 1st topology?
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