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1. Introduction

This pCR proposes tries to clean up TR 23.780 before sending it to plenary for approval.
2. Reason for Change

Ensure world class specification quality.

3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.780v110.
* * * First Change * * *

4.1
General

The MBMS usage for mission critical services serves different purposes. The assumptions and requirements in the following subclauses are used as the base for this study.

* * * Next Change * * *

4.3.2
Non-roaming architecture
Figure 4.3.2-1 shows the high level view of the MCS architecture using MBMS.
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Figure 4.3.2-1: MCPTT on-network architecture showing MBMS

This architecture is the current architecture in TS 23.179.
4.3.3
Roaming architecture
Figure 4.3.3-1 shows the high level view of the MC service architecture using MBMS for the home routed roaming model for unicast delivery. For MBMS delivery, BM-SC in the V-PLMN has a direct MB2 connection with the MCS server.
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Figure 4.3.3-1: MBMS roaming with home-routed unicast model

This architecture is the new architecture which will be studied in Rel14.

Figure 4.3.3-2 and figure 4.3.3-3 show the high level view of the MC service architecture using MBMS for the local breakout roaming model for unicast delivery. For MBMS delivery, BM-SC in the V-PLMN has a direct MB2 connection with the MCS server.
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Figure 4.3.3-2: MBMS roaming with local breakout unicast model

This architecture is the new architecture which will be studied in Rel14.
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Figure 4.3.3-3: MBMS roaming with local breakout unicast model

This architecture is the new architecture which will be studied in Rel14.
* * * Next Change * * *



* * * Next Change * * *

5.9.2
Architectural requirements

For the GCS AS to know when to start to use the MBMS bearer and if the MBMS bearer is available in the area (based on the MBMS SAI(s) or a list of ECGI(s) or both) indicated in the MBMS bearer activation request it is required that the notifications are sent to GCS AS from the MBMS resource allocation result for each cell.

* * * Next Change * * *

5.13.1
Description

The MC server acting as a GCS AS activates an MBMS bearer in a certain MBMS broadcast area, see reference 3GPP TS 23.468 [10]. The MBMS broadcast area includes a list of cells, or a list of MBMS SAIs, or both. One important input parameter to the decision to activate an MBMS bearer in a certain area is the location information reported by the MC clients. The study of this key issue should evaluate:

-
Which location information is needed for the MC server to take proper MBMS bearer activation decisions

-
What triggers are needed to send a location information update message 

-
When is location information updates required and when it is optional

-
How can location information updates be minimized during congested scenarios

The study of the key issue should both consider the location information functionality already existing in MCPTT Rel‑13 and also evaluate if new functionality is needed due to new requirements or related to studies of other key issues and solutions in this study item.

* * * Next Change * * *

5.14.1
Description

In GCSE specification 3GPP TS 23.468 [10] there are two different roaming architectures defined. One of them is based on local breakout and the other one is based on home routed media. Besides the roaming architecture, the MCPTT requirements related to migration and interconnect will also make the use of MBMS bearers more complex.

The study of this key issue should evaluate:

-
Pros and cons for the different roaming architectures defined in subclause 4.3.3

-
How to utilize and share MBMS bearers between different MCPTT systems in interconnect and migration scenarios

-
Impact on MBMS bearer announcement when roaming

In the study of this key issue consideration shall be taken that roaming and migration can be applicable independently.

* * * Next Change * * *

5.15.1
Description

IP Differentiated Services code point marking is a mandatory requirement on the M1 interface (as per subclause 5.4 of 3GPP TS 36.445 [19]). This allows routers and switches on the M1 interface between the MBMS GW and the eNodeBs to drop packets based on priority in case of congestion. This could result that a service is no longer provided to the user.

Since the MBMS GW uses IP multicast on the M1 interface, there is by definition no reporting back to the MBMS GW if network elements on the M1 interface drop packets.

This key issue includes the following consideration:

Signalling from the UE to the GCS AS over GC1 to signal dropped packets.

* * * Next Change * * *

5.16.1
Description

MBMS bearer delivery is used in group communication for better performance, efficiency and network resource utilization. As a media transmission component, MBMS bearer can be used for any groups for any media content.

In Rel-13, the only mission critical application is MCPTT, and the management of MBMS bearers is done by the MCPTT server. With more mission critical services like MCVideo and MCData introduced in Rel-14, it is necessary to provide a mechanism to manage MBMS bearers used by several MBMS services including the relative priorities of different MC service groups communications and other traffic with respect to transport.

Thus the key issue is how to manage MBMS bearers for multiple MC services and manipulate the priorities across different MC services.

* * * Next Change * * *

6.1.1
Solution description

This solution addresses scenario 3a as described in key issue 1 in subclause 5.1.

The service continuity solution described in this subclause is suitable in the scenario when multiple MBMS bearers are used with the purpose to cover a larger area. In mission critical communication several media streams may be multiplexed in one MBMS bearer. Furthermore, one media stream (e.g. MCPTT group call) may be sent on more than one MBMS bearer if the receiving users are distributed over more than one MBMS service area. An MC service client that is interested in receiving a media stream that is broadcasted in both MBMS bearers is a candidate for this service continuity procedure.

Figure 6.1.1-1 illustrates a deployment scenario that provides service continuity between two MBSFN areas. Two different MBMS bearers are activated (TMGI 1 and TMGI 2), the activation of the bearers is done in the two MBSFN areas (MBSFN 1 and MBSFN 2). The MBSFN areas 1 and 2 are partially overlapping, meaning that some transmitting cells belong to both MBSFN area 1 and MBSFN area 2.
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Figure 6.1.1-1: Two MBMS bearer using overlapping MBSFN areas

The procedural steps will work as follows:

1.
The UE is located in MBSFN 1 and can listen to TMGI 1. No additional MBMS bearers that the MC service client is interested in are active in the current cell.

2.
The UE moves into a new cell in which both TMGI 1 and TMGI 2 are active. This cell is part of both MBSFN area 1 and MBSFN area 2, and broadcast the same service on both TMGIs. After some seconds the UE detects the new MBMS bearer and detects that TMGI 2 broadcasts the same service.  The UE may now listen to both TMGI 1 and TMGI 2 and receive duplicated packets. The MC service client must also verify that it is the same content sent on both bearers. The duplicated packets may also be used to perform error corrections.

NOTE:
It is assumed that both MBMS bearers are announced to the MC service client, and the MC service UE listen to SIB-13 and (SC-)MCCH to detect these MBMS bearers.

3.
The UE moves into a new cell in which only TMGI 2 is active.

This service continuity procedure mitigates the risk of packet loss that may occur if the UE would request to transfer the media stream to a unicast bearer when moving into the new area and then back to a multicast bearer when the UE can listen to TMGI 2. However, it is still required that the MC service client sends a location report (and MBMS listening report), which means that a unicast bearer is needed. The location report from the MC service client is required, since the MC service server must know that the UE has entered a new area and can only listen to MBMS bearer active in that area. If this is not done the MC service server might send a media stream that the MC service client is required to listen to on the MBMS bearer 1, since the MC service server still assumes that the UE is located in the MBSFN area 1.

The solution can be improved as illustrated in figure 6.1.1-2. In this case two different MBMS bearers are activated (TMGI 1 and TMGI 2), these MBMS bearers are used only for media. An application level signalling bearer is activated (TMGI 9), in both MBSFN areas. This bearer is used for floor control messages and other application level signalling messages that are sent on the MBMS bearer TMGI 9. A similar concept was already introduced in 3GPP TS 23.179 [6] subclause 10.10.2, where the procedure allowed a separate MBMS bearer for floor control signalling. The application level signalling bearer will be used for all control messages needed for both media MBMS bearer (TMGI 1 and TMGI2). 

By using an application level signalling bearer (e.g. TMGI 9) the MC service clients can receive floor control messages for all calls going on in the areas of both TMGI 1 and TMGI 2. A MC service client that is located in the area of TMGI 2 and is interested in a MCPTT group call transmission only going on in TMGI 1, can with the information received in TMGI 9 initiate a unicast bearer and request to receive that specific call over a unicast instead. Without the information received over TMGI 9 the MC service client must immediately report that the MC service client has left the broadcast area that the MC service server assumes that the MC service client is located in. With the use of TMGI 9 there is no immediate need for the MC service client to inform the MC service server of a location change.
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Figure 6.1.1-2: Two MBMS bearer using overlapping MBSFN areas with a separate MC application signalling bearer

The procedural steps in this scenario will be the same as described above in this subclause. However, in this scenario the MC service client is not required to initiate a unicast bearer to send location report (or MBMS listening report). The UE may move between the two MBMS bearers (TMGI 1 and TMGI 2) without the need to report an area change. A condition for this to work is that there is an application level signalling bearer (TMGI 9) activated in the full area (i.e. the area of both TMGI 1 and TMGI 2). The TMGI 9 will broadcast all floor control messages for all calls ongoing in both areas. If the UE is in coverage of one of the two MBMS bearers that does not transmit the media of interest the UE can report to the server that it is not able to listen to the media over the MBMS bearer, which triggers the server to use a unicast bearer instead.

* * * Next Change * * * *

6.2.1
Description

This solution address scenario 5 in key issue 1. In this scenario a UE is moving from a location when the UE is experiencing good reception of the MBMS bearer to a location outside the MBMS service coverage. The MC service client apply a service continuity procedure to ensure that the service can be maintained and that the packet loss can be minimized during transition to a UE-to-Network relay connection. The solution also provides the benefit that it offloads the cell when UEs that normally would trigger a transfer from MBMS bearers to unicast bearers when moving outside the MBMS coverage area.

Figure 6.2.1-1 below illustrates the concept of this procedure. In the figure UE A (with the MC service client) is first within the MBMS coverage (the far right most location). The MBMS coverage is represented by the dashed circle. The UE A is the moving outside the MBMS coverage and first enters a location in which the MBMS signal is not good enough, but in this location there is still coverage to use unicast bearers. Unicast bearers use link adaption and retransmission so the coverage area for unicast bearers is larger than the coverage of the MBMS bearers. The solid circle outer line represents the coverage of the unicast bearer.

A UE that is leaving the area of MBMS coverage may in this scenario trigger a ProSe discovery procedure to initiate the establishment a relay communication path to UE-R. A UE that is receiving media over an MBMS bearer (and is in idle mode) and for the moment does not need a unicast bearer is costly (from a resource efficiency point of view) to transfer to a unicast bearer due to the need for retransmissions and robust coding in the outer part of the cell.

When the ProSe communication path is established the UE A may continue to receive the media over the relay UE-R.
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Figure 6.2.1-1: UE A is moving from a position in MBMS coverage to outside the network coverage passing an area where only unicast is possible

* * * Next Change * * *

6.2.4
Solution evaluation

The solution proposes a new procedure in the MC service client that provides service continuity when receiving media over an MBMS bearer and the UE of the MC service client is moving outside the MBMS coverage area.

The solution will minimize the packet loss in this service continuity scenario. It further provides a resource efficient solution when a unicast bearer is not needed, since the MC client will continue to receive the data over a relay UE that is receiving the same data over an MBMS bearer. This eliminates the need for a unicast bearer that is costly in terms of retransmission and robust coding at the outer part of the cell.

* * * Next Change * * *

6.4.2
Procedure

The MC service client needs to indicate the ability of the MC service client to receive the MBMS bearer.

Pre-conditions:

-
There is an MBMS bearer activated and the MBMS bearer information is announced to the MC service client

-
The MC service client is located in the MBMS broadcasting area

-
The MC service UE monitors SIB-13 (or SIB-20) and (SC-)MCCH to receive the modulation and coding scheme

-
The MC service UE monitors the cell specific reference signal and when MBSFN transmission is used, the MBSFN specific reference signals
-
The MC service UE is configured with rules to know when to send MBMS bearer quality reports
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Figure 6.4.2-1: MBMS bearer quality report

1.
The MC service client determines that the MBMS bearer quality needs to be reported to the MC service server. The MC service client may determine MBMS bearer quality by using the BLER of the received data. When no data is received, the quality estimation needs to consider the reference signals and the modulation and coding scheme (MCS). The UE may also use predictive methods to estimate the expected MBMS bearer quality (e.g. speed and direction) to proactively inform the MBMS service server of an expected loss of the MBMS bearer quality.

NOTE 1:
When MBSFN transmission is used the MBSFN reference signal needs to be used and when SC-PTM is used the cell specific reference signal needs to be used. With the measured reference signal the reference signal received quality (RSRQ) can be calculated.

2.
If the MBMS bearer quality reach a certain threshold the MC service client sends an MBMS bearer quality report. The threshold used indicates that the MBMS bearer is not acceptable for MC services.

NOTE 2:
Prior sending the MBMS reception report, it could be a benefit to also include measurements report for different alternative e.g. Other MBMS might have better quality or the option to transfer the communication to unicast could be even worse.
3.
The MC service server may send additional proposal for measurements e.g. information about neighbouring MBMS bearers.

* * * Next Change * * *

6.4.4
Solution evaluation

The solution proposes a new procedure in the MC service client that makes it possible to report the current MBMS bearer quality. This is needed for the client to report to the MC service server that the MBMS bearer quality is acceptable or not. The MC service server needs to receive the MBMS bearer quality report and act, if needed.
* * * Next Change * * *

6.5.1
Description

When the MCPTT server initiates a new MCPTT call, the MCPTT server may decide to use unicast bearers or broadcast bearers for the downlink media. A similar decision may also be made for other types of media communication e.g. MCVideo. To decide to use broadcast or unicast involves a number of aspects. The figure 6.5.1-1 describes a procedural flow to support such decision.

The flow described evaluates which bearer type to use for a new MCPTT group call. It is assumed that if an MBMS bearer is active it is also announced to the device.

The announcement of an active MBMS bearer could be part of the MCPTT group call setup, however it will have an impact on the call setup time. The announcement may be done according to the procedure defined in solution 2-1 in subclause 6.1, the delay for such announcement procedure is mainly related to the end-to-end MBMS media path delay. Furthermore the time to start to listen to a new MBMS bearer will also increase the MCPTT group call setup time. Analyses of comparable delays are presented in subclause 5.2.1.1.2 and subclause 5.2.1.1.3 in 3GPP TS 36.868 [20].
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Figure
 6.5.1-1: MBMS bearer decision flow

On a high level the procedure outcome is to use unicast or broadcast bearers for the new MCPTT group call. For an enhanced call setup procedure the MBMS bearer may be used to trigger the use of a unicast bearer.
6.5.2
Procedure

The procedure defined in this figure 6.5.2-1 can be used in the following scenarios:

-
Initiate a new call on unicast bearer

-
Transfer an ongoing call from broadcast bearer to unicast bearers

Pre-conditions:

-
There must be an active and announced MBMS bearer
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Figure 6.5.2-1: Group paging over an MBMS bearer

1.
The MCPTT server initiates a new MCPTT group call on unicast or decides to transfer an ongoing call to unicast.

2.
The MCPTT sends an application group paging message on the MBMS bearer to inform the MCPTT client that the MCPTT server will initiate media transmission over a unicast bearer.

NOTE:
The group paging message is sent with the assumption that there are UEs in idle mode. Furthermore this message is an application level paging message and does not replace the normal paging procedure executed by EPC and RAN.

3.
In the case that the UE is in idle mode the UE will initiate a service request to transfer the UE to connected mode.

4.
The MCPTT server stops sending the media over an MBMS bearer. This step is only performed if transferring an ongoing call.

5.
The MCPTT server initiates the media transmission over the unicast bearer.

Step 4-5 may be performed in parallel with step 2-3. Step 5 will trigger a normal paging in EPC and RAN in step 3 if the client is still in idle mode.

* * * Next Change * * *

6.6.5
FEC Transport requirements

This clause proposes a set of requirements to be addressed for the design of a FEC protocol, compliant with the call flow in the previous subclause:

-
The FEC protocol shall be configured for a given bearer, by at least the following parameters:

1)
The code rate (or FEC percentage)

2)
maximum additional latency

-
The FEC protocol shall not introduce any significant jitter in the service consumption

-
The FEC protocol shall be able to protect any UDP packets conveyed by the MB2-U interface. In particular, the BM-SC does not know in MCPTT the characteristics (destination IP and port, communication start and stop times) of the set of medias to be transported.

-
The FEC codec should be systematic: the source packets should be transported unaltered, with the exception of a possible additional trailer or footer.

-
The FEC protocol parameters shall be fully described by an additional media section within the SDP.

-
The FEC protocol should be able to dynamically adapt its code rate according to the traffic. In particular, in a pre-establisher MBMS bearer for MCPTT, the FEC protocol should be able to exploit the unused bandwidth if the media slots are not all used, to offer an additional protection, without exceeding the maximum allowed latency.

-
The FEC encoding and decoding time and the required CPU shall be negligible.

-
After the decoding, the MBMS middleware shall output, to the MCS client, the same streams as provided on the MB2-U interface.

NOTE: This implies that at least one FEC protocol needs to be mandated.
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Figure 6.6.5-1: Protection of any UDP packets conveyed by the MB2-U interface, MCPTT case.

6.6.6
Impacts on existing nodes and functionality

The MB2-C interface is modified. 

The Create Bearer request shall include: the SDP, the expected FEC percentage to apply and the maximum additional latency. 

The BM-SC needs to support FEC for Mission Critical Services.

The BM-SC response shall provide a modified SDP, including the description of the FEC. This modified SDP shall be the one announced to the MCS clients.

The UE shall include a FEC decoding capability for mission critical services, which can be added in the MCS client.

6.6.7
Solution evaluation

The solution performance allows to reach the QoS requirements for MCPTT as evaluated in Annex A. FEC protection for call control and floor control is not evaluated in the Annex as those messages can be repeated if needed. The additional latency caused by FEC is acceptable, i.e. both KPI3 and KPI4 are still fulfilled. The use of pre-established MBMS bearers with a target FEC percentage is an acceptable limitation.

The MB-2 extension proposed in this solution does not modify the existing call flows.

* * * Next Change * * *

6.9.1
Description

For a group communication involving several MC service servers (participating role), the downlink data may be sent to the MC service clients by MC service server (controlling role) directly. For using MBMS bearer, the MC service server (controlling role) shall get the location information of each MC service user who participates the group communication. If some MC service user who participates the group communication is served by another MC service servers (participating role), the MC service server (controlling role) shall obtain the MC service user’s location from the MC service server (participating role). 
* * * Next Change * * *

6.10.3
Impacts on existing nodes and functionality

The GCS AS and UE need to support the new procedure to query the member UE’s MBMS capability.
In order to convey the preferred MBMS mechanism to the MCE, the GCS AS can use a new IE (preferred MBMS mechanism) which needs to be supported in GCS AS, BM-SC, MBMS-GW, MME, and MCE.

The MCE needs to determine the MBMS mechanism by taking preferred MBMS mechanism IE into consideration.

* * * Next Change * * *

6.12.3
Impact on performances
3GPP TR 36.868 [20] analysed the time needed to join an ongoing group communication over MBMS:
Table 6.12.3-1 Time for joining an ongoing group communication estimation 
when using MRB for media delivery
(The values indicate average delays and the value in parenthesis indicates worst case delay.)
	
	Time [ms]
	comments

	Acquisition of MCCH configuration in SIB13 
	10
	Processing delay at the UE

	Average delay due to MCCH scheduling period
	160 (320)
	For MCCH Repetition period of 320ms. 

	Acquisition of MCCH and MTCH configuration for TMGI 
	10 
	Processing delay at the UE

	Average time required if acquisition of multiple MCCHs is required.
	50 (100)
	Maximum MCCH offset value is 100ms. It is assumed that the reading of multiple MCCH is performed in parallel

	Average delay due to MCH scheduling period
	40 (80)
	80ms of mch-SchedulingPeriod 

	Acquisition of MSI for the corresponding service
	5
	L1 and L2 processing at the UE

	Total time 
	275 (525) 

or

45 (85) if the 

UE has up to date  MCCH content
	The value shows the average time for joining an ongoing group communication. 


The periodicity of full headers transmission may result in some delay for users to access an ongoing communication over an MBMS bearer, since they have to wait for the reception of the full headers before being able to decompress. In fact the increased delay impacts only the late entry performances, not the users who are already listening to the MBMS bearer when the communication starts

For a periodicity of 2, the impact on late entry would be of 20 ms maximum (so keeping the average time to join below 300 ms). It obviously increases with the periodicity.
But all communications may not have the same need for late entry delay, depending e.g on how critical or on their length. For instance, MCPTT Emergency calls could not use header compression to ensure best possible delays, while some routine calls could use header compression with a low periodicity at the beginning of a talk spur and increase the periodicity over the talk spur duration (it becomes less important to lose the end of the sentence when you have already lost most of the beginning).

Once the communication is received (i.e. a full header has been received and decompression is correctly initialized) the impact of packet loss is not different from the loss of a packet without compression. Decompression is possible even with losses as long as no more than 62 packets (if compressed header is 2 bytes, 14 if it is 1 byte) have been lost. But if so many packets are lost, the communication will have been lost regardless of compression, and late entry mechanism will be used to re-enter the communication if possible.

The loss of a packet before the communication is received has an impact on the entry (immediate or late) if it is a packet with full header, and then the degradation depends on the periodicity of full header transmission.

* * * Next Change * * *

6.13.2
Gain on late entry KPI

6.13.2.1 Packet scheduling

In MBSFN, all the IP packets of a given MBMS bearer are transmitted within transport blocks, scheduled at each MCH scheduling period (MSP). The MSP minimum value is 40 ms. A small value for the MSP is beneficial for the mouth-to-ear and late entry performances, but has an impact on the battery life, as the MBMS client needs to wake up at every new MSP.

In MBSFN, complete subframes are allocated within the MSP (see clause 15.3.3 in 3GPP TS 36.300 [16]), the transport blocks for MBSFN uses all the resource blocks of the given carrier. Considering the short length of the voice IP packets, it may be assumed that at each MSP all the packets for the same call will be transported within the same transport block. Transport blocks cannot be partially acquired by the UE, they are either completely and successfully received, or lost.

With the SYNC protocol (see 3GPP TS 25.446 [13]), the BM-SC can control exactly what is sent in each MCH scheduling period if the SYNC sequence duration is equal to the MSP.

NOTE:
If the MBMS mechanism is SC-PTM, the BM-SC cannot control the radio scheduling with the SYNC protocol as mentioned in 3GPP TS 36.300 [16], subclause 15.3.7: "In SC-PTM operation, if/how to use the timestamp information is left to eNB implementation. ".
 Consequently the gains of this solution on late entry KPI can only be evaluated for MBSFN.
6.13.2.2 Alignment of the full header packets with the MCH Scheduling Period

Header compression introduces an additional delay in the late entry KPI if the first packet of the call within the first received transport block is not a full header packet. All packets before the first full header packet cannot be decoded and are discarded.

Considering the AMR WB voice codec, for which the delay frame size is 20 ms and the scheduling aspect of MBSFN, the graph below illustrates the benefits of aligning the full header packets with the MSP, with MSP set to 80 ms and one full header every 4 packets:
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Figure 6.13.2.2-1 Scheduling aspect with or without alignment (MSP: 80 ms)

Without alignment, if the full header packet is found in the last position in the first acquired transport block, the three first packets cannot be decoded, leading to an additional delay of 60 ms for the late entry KPI. With alignment, there is no additional delay.

Alignment is only possible if the full header period is a multiple of the MSP. Within the BM-SC, alignment is made possible by the SYNC protocol as described in the previous subclause.

The following table indicates the additional delays for the late entries for MSP = 40 or 80 ms with full header periodicity = ½, ¼ or 1/8.

Table 6.13.2.2-1: Impact of header compression on the late entry KPI. 
(The values indicate average delays and the value in parenthesis indicates worst case delay.)

	MSP (ms)
	Full header periodicity
	Impact on late entry, no alignment (ms)
	Impact on late entry
with alignment (ms)
	Alignment illustration

	40
	1/2
	10 (20)
	0
	
[image: image13]

	40
	1/4
	30 (60)
	20 (40)
	
[image: image14]

	40
	1/8
	70 (140)
	60 (120)
	
[image: image15]

	80
	1/2
	10 (20)
	0
	
[image: image16]

	80
	1/4
	30 (60)
	0
	
[image: image17]

	80
	1/8
	70 (140)
	40 (80)
	
[image: image18]


With an MSP of 40 ms and a full header periodicity of ½, the bandwidth gain is not balanced by an additional late entry delay. With a full header periodicity of 1/4, the the alignment lowers the average late entry delay by 10 ms, and the maximum late entry by 20 ms.

With a MSP of 80 ms, the periodicity of ½ has no interest, as 1/4 periodicity has no impact on the late entry delay and offers better bandwidth gain. Without alignment, ¼ periodicity would lead to additional late entry delay of 60 ms in the worst case.

3GPP TS 22.179 [2] requires a late entry below 150 ms (KPI 4a, late entry without encryption) or below 350 ms (KPI 4b, late entry with encryption).

In MBSFN, with a MSP set to 80 ms, if the UE has no up-to-date MCCH content, 3GPP TR 36.868 [20] evaluates the average late entry delay to 275 ms, with a worse case of 525 ms. By locating the header compression within the BM-SC, with a full header periodicity of 1/4, no delay would be added to the late entry. 

* * * End of Changes * * *
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