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1. Introduction
This pCR proposes editorial corrections in the latest version of TR 23.780.

2. Reason for Change

The changes are editorial corrections and other changes for readibility. Most of the affected subclauses are new content in the latest version document (i.e. the agreed pCRs in the last SA6 #13 meeting).
3. Conclusions

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.780 ver.1.1.0.
* * * First Change * * * *
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5.6
Key issue 6 - Usage of Forward Error Correction (FEC)

5.6.1
Description

Experience shows that today certain services over MBMS (e.g. live TV broadcast, VoD) may suffer significant packet losses (1-5% as order of magnitude). To overcome the situation and guarantee the expected coverage, MBMS deployments add an adapted FEC percentage, based on QoE metrics.

Mission critical communications over MBMS use the GCSE architecture defined in 3GPP TS 23.468 [10], which has no FEC support today. Impacts on MCPTT, MCVideo, MCData quality of service have not been evaluated and shall be studied. This key issue shall describe whether FEC should be applied to MCPTT, MCVideo and MCData services, to allow them to reach their respective required levels of QoS (packet losses and packet delay budget).This key issue shall produce the transport requirements for reaching the required QoS for MCPTT, MCVideo and MCData services. 

Implications with encrypted information, multiple media on the same broadcast channel or interoperability when switching between broadcast and unicast bearers may need to be also addressed.

* * * Next Change * * * *

5.9
Key issue 9 - Notification on MBMS bearer activation result

5.9.1
Description

The GCS AS uses the MB2-C reference point (see reference 3GPP TS 23.468 [10]) to activate an MBMS bearer. The MBMS architecture and procedure are defined in 3GPP TS 23.246 [8] and the E-UTRAN stage-2 description of the related procedures is defined in 3GPP TS 36.300 [16]. Figure 5.9.1-1 illustrates the complete MBMS bearer activation procedure from the GCS AS to the clients.
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Figure 5.9.1-1: MBMS bearer activation from GCS AS

The currently defined procedures do not include any notification from E-UTRAN on the result of the MBMS resource allocation (step 15). 

This implies two issues for the GCS AS:

-
The GCS AS does not know when the MBMS bearer is available

-
The GCS AS has no information on the result of the MBMS bearer allocation in the cells

5.9.2
Architectural requirements

For the GCS AS to know when to start to use the MBMS bearer and if the MBMS bearer is available in the area (based on the MBMS SAI(s) or a list of ECGI(s) or both) indicated in the MBMS bearer activation request it is required that the notifications are sent to GCS AS on the MBMS resource allocation result for each cell.

* * * Next Change * * * *

5.13
Key issue 13 – Location information reporting

5.13.1
Description

The MC server acting as a GCS AS activates an MBMS bearer in a certain MBMS broadcast area, see reference 3GPP TS 23.468 [10]. The MBMS broadcast area includes a list of cells, or a list of MBMS SAIs, or both. One important input parameter to the decision to activate an MBMS bearer in a certain area is the location information reported by the MC clients. The study of this key issue should evaluate:

-
Which location information is needed for the MC server to take proper MBMS bearer activation decisions

-
What triggers are needed to send a location information update message 

-
When is location information updates required and when it is optional

-
How can location information updates are minimized during congested scenarios

The study of the key issue should both consider the location information functionality already existing in MCPTT Rel‑13 and also evaluate if new functionality is needed due to new requirements or related to studies of other key issue and solutions in this study item.
* * * Next Change * * * *

5.15
Key issue 15 – Packet drop due to IP Differentiated Services

5.15.1
Description

IP Differentiated Services code point marking is a mandatory requirement on the M1 interface (as per subclause 5.4 of 3GPP TS 36.445 [19]). This allows routers and switches on the M1 interface between the MBMS-GW and the eNodeBs to drop packets based on priority in case of congestion. This could result in the UE no longer being capable of providing the MBMS service to the user.

Since the MBMS-GW uses IP multicast on the M1 interface, there is by definition no reporting back to the MBMS-GW if network elements on the M1 interface drop packets.

This key issue includes the following consideration:

Signalling from the UE to the GCS AS over GC1 to signal dropped packets.

5.16
Key issue 16 – MBMS bearer usage across different MC services

5.16.1
Description

MBMS bearer delivery is used in group communication for better performance, efficiency and network resource utilization. As a media transmission component, MBMS bearer can be used for any groups for any media content.

In Rel-13, the only mission critical application defined is MCPTT, and the management of MBMS bearers is implemented by MCPTT server. With more mission critical services such as MCVideo and MCData introduced in Rel-14, it is necessary to provide a mechanism to manage MBMS bearers used by several MBMS services including the relative priorities of different MC service groups’ communications and other traffic with respect to transport.

Thus the key issue is how to manage MBMS bearers for multiple MC services and manage the priorities across different MC services.

6
Solutions

6.1
Solution 1-1: Service continuity between MBSFN areas used by different MBMS bearers

6.1.1
Solution description
This solution addresses scenario 3a as described in key issue 1 in subclause 5.1.

The service continuity solution described in this subclause is suitable in the scenario when multiple MBMS bearers are used with the purpose to cover a larger area. In mission critical communication, several media streams may be multiplexed in one MBMS bearer. Furthermore, one media stream (e.g. MCPTT group call) may be sent on more than one MBMS bearer if the receiving users are distributed over more than one MBMS service area. An MC service client that is interested in receiving a media stream that is broadcasted in both MBMS bearers is a candidate for this service continuity procedure.

Figure 6.1.1-1 illustrates a deployment scenario that provides service continuity between two MBSFN areas. Two different MBMS bearers are activated (TMGI 1 and TMGI 2), the activation of the bearers is done in the two MBSFN areas (MBSFN 1 and MBSFN 2). The MBSFN areas 1 and 2 are partially overlapping, meaning that some transmitting cells belong to both MBSFN area 1 and MBSFN area 2.


[image: image2.emf]TMGI 1

MBSFN 1

TMGI 2 

MBSFN 2


Figure 6.1.1-1: Two MBMS bearer using overlapping MBSFN areas

The procedural steps will work as follows:

1.
The UE is located in MBSFN 1 and can listen to TMGI 1. No additional MBMS bearers that the MC service client is interested in are active in the current cell.

2.
The UE moves into a new cell in which both TMGI 1 and TMGI 2 are active. This cell is part of both MBSFN area 1 and MBSFN area 2, and broadcast the same service on both TMGIs. After some seconds, the UE detects the new MBMS bearer and detects that TMGI 2 broadcasts the same service.  The UE may now listen to both TMGI 1 and TMGI 2 and receive duplicated packets. The MC service client must also verify that it is the same content sent on both bearers. The duplicated packets may also be used to perform error corrections.

NOTE:
It is assumed that both MBMS bearers are announced to the MC service client, and the MC service UE listen to SIB-13 and (SC-)MCCH to detect these MBMS bearers.

3.
The UE moves into a new cell in which only TMGI 2 is active.

This service continuity procedure mitigates the risk of packet loss that may occur if the UE would request to transfer the media stream to a unicast bearer when moving into the new area and then back to a multicast bearer when the UE can listen to TMGI 2. However, it is still required that the MC service client sends a location report (and MBMS listening report), which means that a unicast bearer is needed. The location report from the MC service client is required, since the MC service server must know that the UE has entered a new area and can only listen to MBMS bearer active in that area. If this is not done the MC service server might send a media stream that the MC service client is required to listen to on the MBMS bearer 1, since the MC service server still assumes that the UE is located in the MBSFN area 1.

The solution can be improved as illustrated in figure 6.1.1-2. In this case two different MBMS bearers are activated (TMGI 1 and TMGI 2), these MBMS bearers are used only for media. An application level signalling bearer is activated (TMGI 9), in both MBSFN areas. This bearer is used for floor control messages and other application level signalling messages that are sent on the MBMS bearer TMGI 9. A similar concept was already introduced in 3GPP TS 23.179 [6] subclause 10.10.2, where the procedure allowed a separate MBMS bearer for floor control signalling. The application level signalling bearer will be used for all control messages needed for both media MBMS bearer (TMGI 1 and TMGI2). 

By using an application level signalling bearer (e.g. TMGI 9) the MC service clients can receive floor control messages for all calls going on in the areas of both TMGI 1 and TMGI 2. A MC service client that is located in the area of TMGI 2 and is interested in a MCPTT group call transmission only going on in TMGI 1, can with the information received in TMGI 9 initiate a unicast bearer and request to receive that specific call over a unicast instead. Without the information received over TMGI 9 the MC service client must immediately report that the MC service client has left the broadcast area that the MC service server assumes that the MC service client is located in. With the use of TMGI 9 there is no immediate need for the MC service client to inform the MC service server of a location change.
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Figure 6.1.1-2: Two MBMS bearer using overlapping MBSFN areas with a separate MC application signalling bearer

The procedural steps in this scenario will be the same as described above in this subclause. However, in this scenario the MC service client is not required to initiate a unicast bearer to send location report (or MBMS listening report). The UE may move between the two MBMS bearers (TMGI 1 and TMGI 2) without the need to report an area change. A condition for this to work is that there is an application level signalling bearer (TMGI 9) activated in the full area (i.e. the area of both TMGI 1 and TMGI 2). The TMGI 9 will broadcast all floor control messages for all calls ongoing in both areas. If the UE is in coverage of one of the two MBMS bearers that does not transmit the media of interest the UE can report to the server that it is not able to listen to the media over the MBMS bearer, which triggers the server to use a unicast bearer instead.

6.1.2
Impact on the existing nodes and functionality

There is no impact on RAN or EPC. New procedures are needed in the UE of the MC service client and in the MC service server.

6.1.3
Solution evaluation

This solution provides service continuity when a UE moves from one MBSFN area to a new MBSFN area. It requires that two separate MBMS bearers are used. The benefit of the solution is the UE can receive from an adjacent MBSFN seamlessly without first transitioning to unicast and then back to multicast. In overload scenario it is desirable to keep UEs in idle mode when possible.

This solution may be a MBSFN deployment solution. However besides how to plan and configure the MBSFN there is also a benefit if the UE supports fault correction by utilizing packets from both MBMS bearer when the UE receives duplicated packets in the border area.

6.2
Solution 1-2: Service continuity with a UE-to-Network relay

6.2.1
Description

This solution addresses scenario 5 in key issue 1. In this scenario a UE is moving from a location when the UE is experiencing good reception of the MBMS bearer to a location outside the MBMS service coverage. The MC service client applies a service continuity procedure to ensure that the service can be maintained and that the packet loss can be minimized during transition to a UE-to-Network relay connection. The solution also provides the benefit that it offloads the cell when UEs that normally would trigger a transfer from MBMS bearers to unicast bearers when moving outside the MBMS coverage area.

Figure 6.2.1-1 below illustrates the concept of this procedure. In the figure UE A (with the MC service client) is first within the MBMS coverage (the far right most location). The MBMS coverage is represented by the dashed circle. The UE A is the moving outside the MBMS coverage and first enters a location in which the MBMS signal is not good enough, but in this location there is still coverage to use 
unicast bearers. Unicast bearers use link adaption and retransmission so the coverage area for unicast bearers is larger than the coverage of the MBMS bearers. The solid circle outer line represents the coverage of the unicast bearer.

A UE that is leaving the area of MBMS coverage may in this scenario trigger a ProSe discovery procedure to initiate the establishment a relay communication path to UE-R. A UE that is receiving media over an MBMS bearer (and is in idle mode) and for the moment does not need a unicast bearer is costly (from a resource efficiency point of view) to transfer to a unicast bearer due to the need for retransmissions and robust coding in the outer part of cell.

When the ProSe communication path is established the UE A may continue to receive the media over the relay UE-R.
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Figure 6.2.1-1: UE A is moving from a position in MBMS coverage to outside the network coverage passing an area where only unicast is possible

6.2.2
Procedure

The procedure defined in this subclause allows for MBMS bearer service continuity when UE is moving from a MBMS coverage area to outside the MBMS coverage area. The procedure applies when the UE is not finding a target cell with good RSRP/RSRQ (receiving strong reference signals from other cells), which could trigger normal cell reselection procedure. In such scenario other aspects should be evaluated to trigger to a relay communication path.

Pre-conditions:

· The MC service client UE is not using a unicast bearer when this procedure applies.
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Figure 6.2.2-1: Service continuity over MBMS bearer using UE-to-network relay

1.
The MC service client estimates the MBMS bearer quality. The MC service client also measure the reference signals from other cells to estimate the possibilities to transfer to unicast and perform a cell reselection procedure.

2.
If the MBMS bearer quality has reach a certain threshold the MC service client performs ProSe UE-to-network relay discovery over PC5 and establishes a secure point-to-point link with the relay (UE-R) over PC5. As part of this process the remote UE is mutually authenticated at PC5 layer with either the relay or with the network as specified in 3GPP TS 23.303 [9].

3.
Normal service continuity procedure for a UE-to-network relay occurs. This may be done according to annex A in 3GPP TS 23.179 [6].

4.
The MC service client informs the UE-R about the reception of media over the MBMS bearer. This includes sending the TMGIs, MBMS SAIs and ProSe per packet priority to the UE-R. This procedure is described in subclause 5.4.4.4 in 3GPP TS 23.303 [9].

5.
The UE-R will relay the MBMS media using one-to-many ProSe Direct Communication. The UE-R may also relay requests to transfer the media flow from multicast to unicast and vice versa.

6.2.3
Impact on the existing nodes and functionality

There is no impact on RAN or EPC.

New procedure is needed in the UE of the MC service client and in the MC service server.

6.2.4
Solution evaluation

The solution proposes a new procedure in the MC service client that provides service continuity when receiving media over an MBMS bearer and the UE of the MC service client is moving outside the MBMS coverage area.

The solution will minimize the packet loss in this service continuity scenario. It further provides a resource efficient solution when a unicast bearer is not needed, since the MC client will continue to receive the data over a relay UE that is receiving the same data over an MBMS bearer. This eliminates the need for a unicast bearer that is costly in terms of retransmission and robust coding at the outer part of the cell.

* * * Next Change * * * *

6.4
Solution 3-1: MBMS bearer quality detection

6.4.1
Description

This solution addresses the key issue 3, MBMS bearer reception acknowledgement. An MC service client that is monitoring an MBMS bearer to receive MC service media needs to inform the MC service server that the MC service client is able to receive the MC service media on the MBMS bearer with sufficient quality or not able to receive the MC service media on the MBMS bearer with sufficient quality.

The issue can be more complex since the MC service client needs to estimate the quality of the bearer even in the period when there are no data currently transmitted on the MBMS bearer (e.g. between MCPTT group call). The reason for this is that an MC service client that has entered an area with significantly degraded MBMS quality might not even notice that an MC service communication is ongoing, meanwhile the MC server still assumes that the MC service client can receive the media being broadcasted.

To estimate the MBMS bearer quality, for example, as an equivalent BLER (Block Error Rate) when no data is sent is implementation specific. This estimation is dependent on the modulation and coding scheme (MCS) and measurements from the reference signals from the eNB(s). 

6.4.2
Procedure

The MC service client needs to indicate the ability of the MC service client to receive the MBMS bearer.

Pre-conditions:

-
An MBMS bearer is activated and the MBMS bearer information is announced to the MC service client;
-
The MC service client is located within the MBMS broadcasting area;
-
The MC service UE monitors SIB-13 (or SIB-20) and (SC-)MCCH to receive the modulation and coding scheme; and
-
The MC service UE monitors the cell specific reference signal and when MBSFN transmission is used, the MBSFN specific reference signals.
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Figure 6.4.2-1: MBMS bearer quality report

1.
The MC service client determines that the MBMS bearer quality needs to be reported to the MC service server. The MC service client may determine MBMS bearer quality by using the BLER of the received data. When no data is received, the quality estimation needs to consider the reference signals and the modulation and coding scheme (MCS). The UE may also use predictive methods to estimate the expected MBMS bearer quality (e.g. speed and direction) to proactively inform the MBMS service server of an expected loss of the MBMS bearer quality.

NOTE 1:
When MBSFN transmission is used, the MBSFN reference signal needs to be used; when SC-PTM is used, the cell specific reference signal needs to be used. With the measured reference signal, the reference signal received quality (RSRQ) can be calculated.

2.
If the MBMS bearer quality reaches a certain threshold, the MC service client sends an MBMS bearer quality report. The threshold used indicates that the MBMS bearer is not acceptable for MC services.

NOTE 2:
Prior to sending the MBMS reception report, it could also be beneficial to include measurement report for different alternative, e.g. other MBMS bearer with better quality or the option to transfer the communication to unicast.
3.
The MC service server may request additional measurement, e.g. information of neighbouring MBMS bearer(s).

6.4.3
Impact on the existing nodes and functionality

There is no impact on RAN or EPC.

New procedure is needed in the UE of the MC service client and in the MC service server.

6.4.4
Solution evaluation

The solution proposes a new procedure in the MC service client that makes it possible to report the current MBMS bearer quality. This is needed for the client to report to the MC service server that the MBMS bearer quality is acceptable or not.

6.5
Solution 5-1: Enhanced MCPTT group call setup procedure with MBMS bearer

6.5.1
Description

When the MCPTT server initiates a new MCPTT call, the MCPTT server may decide to use unicast bearers or broadcast bearers for the downlink media. A similar decision may also be made for other types of media communication e.g. MCVideo. To decide to use broadcast or unicast involves a number of aspects. The figure 6.5.1-1 describes a procedural flow to support such decision.

The flow described evaluates which bearer type to use for a new MCPTT group call. It is assumed that if an MBMS bearer is active it is also announced to the device.

The announcement of an active MBMS bearer could be part of the MCPTT group call setup; however it will have an impact on the call setup time. The announcement may be done according to the procedure defined in solution 2-1 in subclause 6.1, and the delay for such announcement procedure is mainly related to the end-to-end MBMS media path delay. Furthermore the time to start to listen to a new MBMS bearer will also increase the MCPTT group call setup time. Analysis of comparable delays is presented in subclause 5.2.1.1.2 and subclause 5.2.1.1.3 in 3GPP TS 36.868 [20].
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Figure 6.5.1-1: MBMS bearer decision flow

On a high level the procedure outcome is to use unicast or broadcast bearers for the new MCPTT group call. For an enhanced call setup procedure the MBMS bearer may be used to trigger the use of a unicast bearer.

6.5.2
Procedure

The procedure defined in this figure 6.5.2-1 can be used in the following scenarios:

-
Initiate a new call on unicast bearer

-
Transfer an ongoing call from broadcast bearer to unicast bearers

Pre-conditions:

-
There must be an active and announced MBMS bearer
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Figure 6.5.2-1: Group paging over an MBMS bearer

1.
The MCPTT server initiates a new MCPTT group call on unicast or decides to transfer an ongoing call to unicast.

2.
The MCPTT sends an application group paging message on the MBMS bearer to inform the MCPTT client that the MCPTT server will initiate media transmission over a unicast bearer.

NOTE:
The group paging message is sent with the assumption that there are UEs in idle mode. Furthermore this message is an application level paging message and does not replace the normal paging procedure executed by EPC and RAN.

3.
In the case that the UE is in idle mode the UE will initiate a service request to transfer the UE to connected mode.

4.
The MCPTT server stops sending the media over an MBMS bearer. This step is only performed if transferring an ongoing call.

5.
The MCPTT server initiates the media transmission over the unicast bearer.

Step 4-5 may be performed in parallel with step 2-3. Step 5 will trigger a normal paging in EPC and RAN if step 3 if the client is still in idle mode.

6.5.3
Impacts on existing nodes and functionality

New procedures are needed on the MCPTT client and the MCPTT server.

6.5.4
Solution evaluation

The solution provides a performance improvement at MCPTT group call setup. The requirement related to KPI-3 is reachable also for MCPTT UEs that are in idle mode.

6.6
Solution 6-1: FEC for Mission Critical Services

6.6.1
Introduction

The solution addresses key issue 6 (subclause 5.6) and describes how Forward Error Correction (FEC) can be applied via MBMS bearers for mission critical services. The solution addresses MCPTT, but can be extended or is applicable to other mission critical services (i.e. MCData and MCVideo).

6.6.2
Use Cases

6.6.2.1
MCPTT

In MCPTT, MBMS bearers are used to transport call control and floor control through a general purpose channel in addition to media. 

Messages for call control and floor control are already protected against losses by repeating them (see clauses 4.1.3.2 and 4.1.3.3 in 3GPP TS 24.380 [12].

The MCPTT calls are transported as RTP streams. 

With a pre-established MBMS bearer, several MCPTT group calls can be transported. This bearer is announced by a SDP, containing several media descriptions, defining a set of slots for the upcoming calls. Destination IP addresses and port of these calls are not defined in advance within the SDP but announced within the Map Group To Bearer message (subclause 8.4.4 of 3GPP TS 24.380 [12]).

6.6.2.2
MCVideo

This study item will be limited to the case where the video transported as a RTP stream. Two cases are distinguished: urgent and non-urgent mission critical videos, requiring different levels of QoS, with different KPI.

Editor's note:
The applicability of FEC for MCVideo requires further evaluation.

6.6.2.3
MCData

MCData offers a wide range of features: Simple messaging, File Distribution, Data Streaming capabilities. 

Only data streaming capabilities will be studied. It is assumed that the data streaming will be transported as a UDP flow within a MBMS Bearer.

Editor's note:
The applicability of FEC for MCData requires further evaluation.

6.6.3
QoS requirements

6.6.3.1
QCI and target packet error loss rates

It is assumed that the target packet loss rates are defined in 3GPP TS 23.203 [7] by the QCI 65 (MCPTT: 10-2) and 70 (MCData: 10-6).

Editor's note:
FFS in case of MCVideo.

These packet loss rates define the residual packet loss rates after the FEC decoding.

The PDB (Packet Delay Budget) defined by these QCI are not necessarily in line with the latency performance requirements synthetized in the next subclause.

6.6.3.2
Latency requirements for mission critical services

Adding FEC introduces an extra latency in the end to end media transport (to be associated to the mouth to ear latency, KPI 3 in MCPTT) and in the join time on an ongoing group communication (defined as KPI 4 for MCPTT). This extra latency shall be bounded to fulfil the low latency requirements for mission critical services.

The following table compares the latency requirements with the latency estimations:

Table 6.6.3.2-1: Latency requirements and estimation

	
	
	End to end delay for media transport
(KPI 3)
	Time for joining an ongoing group communication
(KPI 4)
	References

	Latency requirements
	MCPTT
	<300 ms
	<150 ms (without encryption KPI 4a)
<350 ms (with encryption KPI 4b)
	from 3GPP TS 22.179 [2]

	
	MCVideo
	<1 sec for high priority videos
<10 sec for other videos
	
	from 3GPP TS 22.281 [4] requirements R-5.5.2-002 and R-5.5.2-004

	
	MCData
	Undefined
	undefined
	

	Latency estimation
	MBSFN
	120 ms
	255 (485) ms or 
25 (45) ms if the UE has up to date MCCH content
	from 3GPP TR 36.868 [20]. The estimation has been decreased as the minimum MSP has been decreased from 80 ms to 40 ms

	
	SC-PTM
	80 (90) ms
	70 (120) ms
	from 3GPP TR 36.890 [21]


This table can be used to evaluate the maximum extra latency for FEC. By example, it can be deduced that for a MCPTT bearer, transported by SC-PTM, an additional latency of 200ms would nevertheless respect KPI 3 and KPI4b.

6.6.4
Group call – Call flow

It is assumed that the bandwidth of an MBMS bearer cannot dynamically be modified. Existing procedures in 3GPP TS 23.246 [8] subclause 4.4.3.6 (Session Update) and 3GPP TS 23.468 [10] subclause 5.1.2.4 (Modify MBMS Bearer Procedure) don’t support bandwidth modifications of established MBMS bearers. The FEC cannot be switched on and off on a per need basis, e.g. due to an UE request (as this UE is experiencing worse or better radio conditions) as this would require too much signalling.

Consequently when creating a pre-established MBMS bearer, the MCPTT AS request to the BM-SC shall include: 

-
a target percentage of max packet loss that can be recovered by FEC, or a percentage of the bitrate dedicated to FEC;
-
a max additional latency; and
-
the SDP to be announced to MCPTT clients.
The BM-SC response shall include the modified SDP containing the FEC information. This modified SDP shall be used when announcing the newly created bearer to the MCS clients. 

When a UE is in conversation, the RTP packets are transmitted over unicast to the MCPTT server and then broadcasted over the corresponding bearer to all participants (under coverage of the Service Areas). The BM-SC adds the requested FEC, and the receiving UEs can use the additional FEC redundancy to recover losses.
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Figure 6.6.4-1: MCPTT Group call using FEC over MBMS

6.6.5
FEC Transport requirements

This clause proposes a set of requirements to be addressed for the design of a FEC protocol, compliant with the call flow in the previous subclause:

-
The FEC protocol shall be configured for a given bearer, by at least the following parameters;
1)
The code rate (or FEC percentage);
2)

The maximum additional latency;
-
The FEC protocol shall not introduce any significant jitter in the service consumption;
-
The FEC protocol shall be able to protect any UDP packets conveyed by the MB2-U interface. In particular, the BM-SC does not know in MCPTT the characteristics (destination IP and port, communication start and stop times) of the set of medias to be transported;
-
The FEC codec should be systematic: the source packets should be transported unaltered, with the exception of a possible additional trailer or footer;
-
The FEC protocol parameters shall be fully described by an additional media section within the SDP;
-
The FEC protocol should be able to dynamically adapt its code rate according to the traffic. In particular, in a pre-establisher MBMS bearer for MCPTT, the FEC protocol should be able to exploit the unused bandwidth if the media slots are not all used, to offer an additional protection, without exceeding the maximum allowed latency;
-
The FEC encoding and decoding time and the required CPU shall be negligible; and
-
After the decoding, the MBMS middleware shall output, to the MCS client, the same streams as provided on the MB2-U interface.
NOTE: This implies that at least one FEC protocol needs to be mandated.
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Figure 6.6.5-1: Protection of any UDP packets conveyed by the MB2-U interface, MCPTT case.

6.6.6
Impacts on existing nodes and functionality

The MB2-C interface is modified. 

In the Create Bearer request, shall be included: the SDP, the expected FEC percentage to apply and the maximum additional latency. 

The BM-SC needs to support FEC for Mission Critical Services.

The BM-SC response shall provide a modified SDP, including the description of the FEC. This modified SDP shall be the one announced to the MCS clients.

The UE shall include a FEC decoding capability for mission critical services, which can be added in the MCS client.

6.6.7
Solution evaluation

The solution fulfills the QoS requirements for MCPTT as evaluated in Annex A. FEC protection for call control and floor control is not evaluated in the Annex as those messages can be repeated if needed. The additional latency caused by FEC is acceptable, i.e. both KPI3 and KPI4 are still fulfilled. The use of pre-established MBMS bearers with a target FEC percentage is an acceptable limitation.

The MB-2 extension proposed in this solution does not modify the existing call flows.

6.7
Solution 6-2: Mission Critical Server-based FEC

6.7.1
Description

This subclause discusses a potential solution for the key issue 6 in subclause 5.6.

Under this solution, the terminating MC service server that is in charge for handling MBMS delivery of the mission critical traffic is enabled to make decisions on:

· Whether or not to use FEC for certain groups and types of traffic and under what configurations and load conditions;

· What FEC algorithms (e.g. Reed-Solomon) to use and with what parameters; and
· When (e.g. on which TMGIs and which media bursts) to turn on / off or to modify the generation and use of FEC.
The solution can utilize feedback from the UEs (e.g. location information, quality reports) where appropriate. 

The rest of this subclause discusses this mechanism and describes the required changes.

Editor’s note:
The technical viability of the solution is under investigation.

Editor’s note:
The use of MapGroupToBearer message for sending FEC information is under investigation.

6.7.2
Procedure

The procedure below shows the generation, transmission and decoding of the FEC packets (see IETF RFC 6363 [26]). The media control (e.g. floor control), whether on the same or different MBMS bearer than the media, is not shown. In general, the media control does not need to be FEC protected.

Pre-conditions:

-
A mission critical session has been setup;
-
Member UEs are or are expected to shortly be in an MBMS distribution area; and
-
The MC service server has already activated the relevant MBMS bearers. MBMS bearer activation is not shown here.
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Figure 6.7.2-1: MC Server based FEC

1. The MC service server sends MBMS bearer announcement message with FEC information to the MC service client that is about to receive MBMS delivery.

2. The MC service server sends MapGroupToBearer message indicating the TMGI(s), the media SDP, and the corresponding FEC information that will be used.

3.
Media packets that arrive as part of the call are processed by the media distribution function on the MC service server.

4.
The MC service server performs FEC encoding and processing in accordance with the selected FEC algorithm.

5.
The MC service server sends the media with FEC to the MC service client as specified in the earlier MapGroupToBearer message.

6.
MC service client performs FEC decoding and processing in accordance with the selected FEC algorithm.

6.7.3
Impacts on existing nodes and functionality

The MC service server and the MC service client are impacted. These two application functions need to support the described functionality.

The BM-SC, MBMS-GW and the MB2 interface are not affected.

There are no RAN impacts.

There are no security impacts.

6.8
Solution 7-1: Service area owning MC service server distributes media

6.8.1
Description

In this solution, a single MC service server sends downlink packets for all users within a particular MBMS service area. The solution prevents the situation where multiple MC service servers send the same content to the same area. To conserve MBMS resources for a particular MBMS service area, only one MBMS bearer should be used. To accomplish this, the following is proposed:

-
The MC service server (controlling role) obtains MC service client location and affiliation status for the MC service group members.

-
The MC service server (controlling role) decides when multicast is appropriate for a group in a service area.

-
The MC service server (controlling role) finds another MC service server that has an MBMS bearer for the service area. If none exists, the MC service server (controlling role) allocates a bearer and sends media.

-
This MC service server (controlling role) consults a pre-configured list of MC service servers to find one with the desired bearer. Other mechanisms for consideration are an MBMS coordinating CSC or a coordination function within the SCEF.

-
The MC service server (controlling role) forwards media to the MC service server owning the bearer.

-
MC service servers allocate bearers using pre-configured QoS, so that the needs of the entire deployment of MC service servers can be handled by the allocating MC service server.

Editor's note:
Managing the MBMS bearers for a group regroup call is FFS.

6.8.2
Procedure
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Figure 6.8.2-1: Multiple server MBMS procedure

1.
MC service client 1 affiliates to a group hosted on an MC service server (controlling role) via MC service client 1's MC service server (participating role).

2.
MC service client 1 keeps its MC service server (participating role) up to date regarding its location with respect to MBMS service areas.

3.
The MC service server (participating role) keeps the MC service server (controlling role) up to date for the MBMS locations of all of the MC service group members of the MC service server's (controlling role) MC service groups.

4.
MC service client 2 initiates a call on an MC service group owned by the MC service server (controlling role).

5.
The MC service server (controlling role) calculates whether multicast is desired for each service area in which MC service group members are located, based upon the locations, affiliation status and other factors of the MC service group members.

6.
The MC service server (controlling role) determines whether another MC service system(s) has a bearer(s) with coverage for the MBMS service area(s) where multicast is desired. To do this, the MC service server (controlling role) consults a pre-configured list of MC service servers and polls them. For any MBMS service areas not covered by the other MC service servers' bearers, the MC service server (controlling role) prepares to distribute media to those MBMS service areas via multicast by setting up a bearer itself. The bearers set up by the MC service server (controlling role) then become available for other MC service servers in the controlling role for MC service groups where the MC service server (controlling role) might or might not be an MC service server (participating role).

NOTE:
The MC service server (controlling role) assures that no additional/duplicate bearers are set up for the service area by first checking whether any other MC service server has a bearer for that area prior to setting up a bearer. If a bearer exists for the service area, then the MC service server (controlling role) uses the existing bearer by sending group content via the MC service server that owns the bearer.

7.
The MC service server (controlling role) requests that other MC service system(s) owning the discovered bearer(s) distribute the media. 

8.
The polled MC service server(s) responds whether there is available bandwidth for the desired bearer(s). If the bearer of interest has insufficient bandwidth, the polling MC service server may resort to unicast, or may allocate another bearer for the congested area. If a duplicate bearer is allocated for the same area, the bearer should not be shared with other servers and probably should be torn down as soon as the congestion on the original bearer clears up in order to conserve resources.
9.
The MC service server (controlling role) informs all of the MC service servers (participating role) about which service areas will receive multicast and the associated information such as TMGIs. Those MC service servers (participating role) then know that they must unicast any remaining participants outside of those service areas or those cannot hear receive the TMGIs.

10.
MC service client 2 begins sending media to the MC service server (controlling role).

11.
The MC service server (controlling role) distributes the media to the MC service servers (participating role) with the desired MBMS bearers, to MC service server(s) (participating role) that require the media for unicast distribution as well as to its own locally served MC service clients.

12.
The MC service server(s) with an allocated bearer(s) distribute the media to MBMS served MC service clients via multicast.

6.8.3
Impacts on existing nodes and functionality

New procedures are needed in the MC service clients and MC service servers. No BM-SC changes are proposed.

6.8.4
Solution evaluation

This solution eliminates redundant bearer setup by a multitude of MC service servers. It adds some complexity in that the MC service server (controlling role) needs up to date location information for each of its MC service group members. Each MC service server (controlling role) also needs to be able to discover which other MC service servers have bearers serving MBMS service areas of interest.

6.9
Solution 7-2: MBMS bearer management by MC service server (controlling role) with multiple MC service servers involved

6.9.1
Description

For a group communication involving several MC service servers (participating role), the downlink data may be sent to the MC service clients by MC service server (controlling role) directly. For using MBMS bearer, the MC service server (controlling role) shall get the location information of each MC service user who participates the group communication. If some MC service user who participates the group communication is served by another MC service servers (participating role), the MC service server (controlling role) shall obtain the MC service user’s location from the MC service server (participating role). 
6.9.2
Procedure

The procedure defined in this subclause specifies how MC service server (controlling role) obtains the MC service user’s location from the MC service server (participating role). 
Pre-conditions:

-
The MC service server (participating role) has obtained the MC service users’ location information (e.g. ECGI) where the service is provided.
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Figure 6.9.2-1 MC service user’s location acquired for dynamic MBMS bearer establishment determination
1.
The MC service server (controlling role) receives a group communication request from the MC service client of one MC service group user.

2.
The MC service server (controlling role) determines that group communication has been setup, and the group communication will be sent to the MC service group users’ client directly by itself.

3.
The MC service server (controlling role) sends location information request with MC service group ID or affiliated MC service user ID list (if available) to MC service user’s MC service server (participating role).

4.
The s MC service server (participating role) sends location information response with the MC service group users’ location information.

5.
The MC service group call set up procedure (see subclause 10.6.2 in 3GPP TS 23.179 [6] for MCPTT group call).

6.
The group communication MC service server (controlling role) determines to use the MBMS bearer based on the received location information. Then it will trigger the MBMS bearer activation procedure which is defined in 3GPP TS 23.468 [10].

6.9.3
Impacts on existing nodes and functionality

When MBMS bearer is managed by MC service server (controlling role), the MC service server (controlling role) should get the group users’ location information from the group user’s MC service server (participating role) when needed.

6.9.4
Solution evaluation

This solution provides the benefit that the MC service server (controlling role) can get all the affiliated MC service group users’ location information and implement the MBMS bearer management.

6.10
Solution 8-1: GCS AS to indicate the preferred MBMS mechanism to the MCE

6.10.1
Description

This subclause discusses the potential solution for the key issue 8 in subclause 5.8.

In order to achieve cohesive MBMS operation from end-to-end perspective, one approach is to have the GCS AS indicate the preferred MBMS mechanism to the MCE. Then the MCE makes the selection between MBSFN and SC-PTM by taking this information into account. The GCS AS determines the preferred MBMS mechanism based on the group member UEs’ support of the MBMS mechanisms (i.e. support of MBSFN, SC-PTM, or both). The GCS AS obtains this information via GC1 interface. This information is conveyed over the MB2-C interface from the GCS AS to the BM-SC for use by the MCE.

An additional benefit of this approach is for the GCS AS to have more overall control of the group communication, namely : 1) decision of whether unicast or MBMS is used for a given UE in a group communication, and 2) influence the MCE’s decision of whether MBSFN or SC-PTM is used for a given group communication.

The rest of this subclause discusses this mechanism and describes the required changes.

6.10.2
Procedure

The procedure below describes how the MBMS mechanism (i.e. MBSFN or SC-PTM) is selected from end-to-end system perspective based on the mechanism described in the above subclause.

Pre-conditions:

-
A group is created and member UEs are affiliated to the group.

-
Member UEs are requested to send their location using Location Information procedure.
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Figure 6.10.2-1: MBMS mechanism selection

1.
The GCS AS queries UE1 for its MBMS capability information.

2.
UE1 sends its MBMS capability information (i.e. MBSFN capability info, SC-PTM capability info).

3-4.
Step 1 and 2 are repeated for all other member UEs.

5.
The GCS AS stores the MBMS capability information from all member UEs.

6.
The GCS AS determines the preferred MBMS mechanism based on the information obtained in step 1 through 4.

7.
The GCS AS activates an MBMS bearer. The activation is triggered through BM-SC, MBMS-GW, MME, and MCE. The information derived in step 6 for the preferred MBMS mechanism is conveyed to the MCE.

8.
The MCE determines the MBMS mechanism.

9-12.
MBMS session is started in Uu interface based on the selected MBMS mechanism. The existing M2 interface procedures are used unchanged.

13.
The MBMS session start response message is forwarded towards MBMS-GW.
14-17. MBMS session notification message is sent from MCE to GCS AS to indicate the MBMS mechanism selected by the MCE. 

NOTE:
MBMS session notification message in step 14 through 17 is shown as a generic message to convey the selected MBMS mechanism information toward the GCS AS. It is possible to convey this information in the existing MBMS session start response message. In case a new message is defined for this purpose, the actual message name is expected to be defined by the relevant WGs.

6.10.3
Impacts on existing nodes and functionality

The GCS AS and UE need to support the new procedure to query the member UE’s MBMS capability.

In order to convey the preferred MBMS mechanism to the MCE, the GCS AS can use a new IE (preferred MBMS mechanism) which needs to be supported in GCS AS, BM-SC, MBMS-GW, MME, and MCE.

The MCE needs to determine the MBMS mechanism by taking preferred MBMS mechanism IE into consideration.

6.10.4
Solution evaluation

This solution allows the GCS AS to create the mapping information between the UE’s location and its MBMS support capability. Based on the UEs’ presence in the cell coverage area under the eNB along with their MBMS support capability, the GCS AS can make the informed decision to determines the preferred MBMS mechanism and indicate it to the MCE.

The MCE takes this preference along with other RAN local information into account and determine the MBMS mechanism. This solution also provides the feedback mechanism for the MCE to provide the mechanism it has selected back to the GCS AS so that the latter will know which mechanism is used in the eNB.
6.11
Solution 9-1: Notification of MBMS bearer activation result

6.11.1
Description

From a GCS AS perspective it is important to know when a requested MBMS bearer is ready to be used. Furthermore it is also important to know if any of the cells that were included in the broadcast area fails to allocate the MBMS resources. The procedure defined below provides activation result messages towards the GCS AS and notification messages in the case when a cell fails to allocate the MBMS resources.

6.11.2
Procedure

The procedure below defines the information flow for notification of the result of MBMS bearer activation.
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Figure 6.11.2-1: Notification of MBMS bearer activation result

1.
Activate MBMS bearer request from GCS AS to BM-SC, as defined in 3GPP TS 23.468 [10].

2.
Activate MBMS bearer response from BM-SC to GCS AS, as defined in 3GPP TS 23.468 [10].

3-6.
MBMS session start procedure in the core network as defined in 3GPP TS 23.246 [8].

7-8.
Session start request and response between MCE and MME as defined in 3GPP TS 36.300 [16].

9-10.
MBMS scheduling information request and response as defined in 3GPP TS 36.300 [16]. These steps are only applicable in MBSFN transmission mode, and may also be performed prior step 7-8

11.

MBMS session start response as defined in in 3GPP TS 36.300 [16], with the addition that in MBSFN operation, the MCE waits to confirm the reception of the MBMS session start request to the MME, until the MCE receives at least one session start response (i.e. step 8) and MBMS scheduling information response (i.e. step 10) from one of involved the eNB(s).

NOTE 1:
If all eNBs report a failure to start the MBMS sessions an aggregated message can be sent back to the upstream nodes.

12-14. 

The MBMS session start response is forwarded towards MBMS GW, BM-SC and GCS AS.

15-18.

MBMS session notification is sent from MCE to GCS AS in the scenario that an eNB has responded with a failure in step 8 or step 10 or if the MBMS session is pre-empted. This notification should also include the cell identity.

NOTE 2:
Step 15-18 may occur multiple times and at any time when the MBMS session is active.
NOTE 3:
Other notifications are also handled within the same procedural flow, e.g. MBMS bearer suspension and resumption.
19. 
eNBs join the IP multicast group.
20.

(SC-)MCCH change notification.
6.11.3
Impacts on existing nodes and functionality

New procedures need to be defined in RAN and EPC nodes.

6.11.4
Solution evaluation

This solution is needed to fulfil the MCPTT requirement that the EPS shall inform the MCPTT system if a new MCPTT call cannot be set up. Furthermore this solution is beneficial when several MBMS bearers are used at the same time. When the first MBMS bearer is started the MC client acknowledges the reception of the MBMS bearer by sending an MBMS listening report. When additional MBMS bearers are started, additional listening report would not be required since the server can assume that the client can also receive the additional bearer, however the MBMS server would then need to know if the MBMS bearer activation has failed in any or several cells.
The proposed solution has impact on existing procedures as defined in 3GPP TS 23.468 [10], 3GPP TS 23.246 [8] and 3GPP TS 36.300 [16]. New messages need to be defined to notify the MBMS bearer activation result.

6.12
Solution 10-1: Header compression of MBMS data

6.12.1
Introduction

This solution addresses key issue 10 and describes how header compression of MBMS data can be applied to MCPTT group communications delivered over MBMS.

Header compression aims at reducing the bandwidth required for a voice communication to allow for capacity increase of the MCPTT system.

The header compression proposed is based on ROHC, as specified in IETF RFC 5795 [25] and IETF RFC 3095 [23] amended by IETF RFC 4815 [24].

6.12.2
Capacity improvements with ROHC
Header compression brings visible benefit for voice communication where the header represents more than 50% of the size of a packet. Therefore this study only focusses on voice. 

Since there is no feedback from MBMS channels, the only feasible ROHC mode that can be applied in this case is unidirectional mode and profile 1 shall be used for IP/UDP/RTP. In unidirectional mode, ROHC context is refreshed periodically and a number of initialization and refresh headers (i.e. the full RTP/UDP/IP headers) must be sent periodically to ensure proper decompression. This periodicity is implementation dependent.

Capacity of MBMS for voice communications is evaluated as in 3GPP TR 36.868 [20], with the following assumptions:
1.
6 sub-frames per frame are reserved for MBSFN (maximum possible assignment as per current specifications). 

2.
The media type is VoIP (AMR 12.65 kbit/s codec).
Without header compression, each speech frame carries 20 ms of coded voice (264 bits), 40 bytes of IP/UDP/RTP headers (320 bits) and 3 bytes of MAC/RLC headers plus 2 bytes for MAC signalling (40 bits), for a total of 624 bits every 20 ms, i.e. 31.2 kbps.

With ROHC, the IP/UDP.RTP headers can be reduced to 3 bytes (24 bits instead of 320) for a total frame size of 328 bits, i.e. 16.4 kbps. Initialisation and Refresh packets shall also be sent periodically. Such packets include the full uncompressed headers, plus an ROHC-IR header which therefore adds 5 bytes to uncompressed packets. The size of the periodic uncompressed packet is then 624+40=664 bits.

Since the full headers have to be sent periodically, the actual throughput when using ROHC varies between those two values, depending on the periodicity of the full headers transmission. We can consider different profiles:
-
One full header every two frames (1/2): the equivalent throughput is 664+328 bits every 40 ms = 24.8 kbps

-
One full header every three frames (1/3): the equivalent throughput is 664+2*328 bits every 60 ms = 22 kbps

-
One full header every four frames (1/4): the equivalent throughput is 664+3*328 bits every 80 ms = 20.6 kbps

-
One full header every five frames (1/5): the equivalent throughput is 664+4*328 bits every 100 ms = 19.76 kbps

-
One full header every ten frames (1/10): the equivalent throughput is 664+9*328 bits every 200 ms = 18.08 kbps
The capacity evaluation in 3GPP TR 36.868 [20] was considering 4 deployment cases with different spectrum efficiencies and coding schemes (with a 12kbps AMR codec):
Table 6.12.2-1: Four deployment cases in 3GPP TR 36.868 [20]
	Deployment
	Spectrum Efficiency
[bit/s/Hz]
	MCS
	Capacity 

[Session/MHz]

	Case 1
	3.13
	64QAM (4/5)
	49

	Case 2
	3.02
	64QAM (4/5)
	47

	Case 3
	0.99
	16QAM (1/3)
	6

	Case 4
	3.18
	64QAM (4/5)
	50


For the purpose of evaluating the benefits of headers compression, we simplify to two cases : 
-
3.13 b/s/Hz and MCS = 64QAM (4/5) => 1502 kbps available in MBMS per 1 MHz of spectrum (3130*0.6*4/5)

-
0.99 b/s/Hz and MCS = 16QAM (1/3) => 198 kbps available in MBMS per 1 MHz of spectrum

The capacity (number of simultaneous voice communications over MBMS per MHz of spectrum) can then be evaluated as in the following table :
Table 6.12.2-2: Capacity for different full header transmission periodicities
	Spectrum Efficiency
[bit/s/Hz]
	MCS
	Capacity (Communications over MBMS / MHz of spectrum) for the different full headers transmission periodicities

	
	
	1/1
	1/2
	1/3
	1/4
	1/5
	1/10

	3.13
	64QAM (4/5)
	48
	60
	68
	72
	76
	83

	0.99
	16QAM (1/3)
	6
	7
	9
	9
	10
	10


If appears that already with a periodicity of 2, there is a capacity gain of 25% with headers compression, for a degradation of the late entry performance of 20 ms maximum (so 10 ms on average). This increases to 50 % of capacity gain for a degradation of late entry performance of 60 ms maximum. (i.e. 30 ms on average).

When looking at the capacity of MBMS for voice group communications, under congestion circumstances it could be beneficial to increase the number of simultaneous communications, at the price of degrading some late entry performances. 

6.12.3
Impact on performances
3GPP TR 36.868 [20] analysed the time needed to join an ongoing group communication over MBMS:
Table 6.12.3-1 Time for joining an ongoing group communication estimation 
when using MRB for media delivery
(The values indicate average delays and the value in parenthesis indicates worst case delay.)
	
	Time [ms]
	comments

	Acquisition of MCCH configuration in SIB13 
	10
	Processing delay at the UE

	Average delay due to MCCH scheduling period
	160 (320)
	For MCCH Repetition period of 320ms. 

	Acquisition of MCCH and MTCH configuration for TMGI 
	10 
	Processing delay at the UE

	Average time required if acquisition of multiple MCCHs is required.
	50 (100)
	Maximum MCCH offset value is 100ms. It is assumed that the reading of multiple MCCH is performed in parallel

	Average delay due to MCH scheduling period
	40 (80)
	80ms of mch-SchedulingPeriod 

	Acquisition of MSI for the corresponding service
	5
	L1 and L2 processing at the UE

	Total time 
	275 (525) 

or

45 (85) if the 

UE has up to date  MCCH content
	The value shows the average time for joining an ongoing group communication. 


The periodicity of full headers transmission may result in some delay for users to access an ongoing communication over an MBMS bearer, since they have to wait for the reception of the full headers before being able to decompress. In fact the increased delay impacts only the late entry performances, not the users who are already listening to the MBMS bearer when the communication starts

For a periodicity of 2, the impact on late entry would be of 20 ms maximum (i.e. keeping the average time to join below 300 ms). It obviously increases with the periodicity.
But all communications may not have the same need for late entry delay, depending e.g on their criticality or on their length. For instance, MCPTT Emergency calls could not use header compression to ensure best possible delays, while some routine calls could use header compression with a low periodicity at the beginning of a talk spur and increase the periodicity over the talk spur duration (it becomes less important to lose the end of the sentence when you have already lost most of the beginning).

Once the communication is received (i.e. a full header has been received and decompression is correctly initialized) the impact of packet loss is not different from the loss of a packet without compression. Decompression is possible even with losses as long as no more than 62 packets (if compressed header is 2 bytes, 14 if it is 1 byte) have been lost. But if so many packets are lost, the communication will have been lost regardless of compression, and late entry mechanism will be used to re-enter the communication if possible.

The loss of a packet before the communication is received has an impact on the entry (immediate or late) if it is a packet with full header, and then the degradation depends on the periodicity of full header transmission.

6.12.4
Architecture with ROHC

Based on the observations above, the application is a good place to take the decision to compress headers and choose when to send full headers, allowing a flexible use of headers compression and control of performances degradation, on a call per call basis.

In the current specifications of the MB2-U interface, user plane data are transparently transported between the GCS AS and the UE. It allows the header compression to be processed above the MB2-U reference point, i.e. at the application layer, without any modification of the lower layers.

6.12.5
Impact on existing nodes and functionality

To allow for headers compression managed and processed at the application layer the following changes are needed :
-
Add the ROHC component in the media distribution function in the MCPTT server and in media mixer in the MCPTT UE (over MCPTT-8)

-
Add the information about ROHC in the MBMS bearer announcement message (context identifier ranges, compression profiles) for MBMS bearers (TMGIs) which will support header compression

-
Specify the processing of received data packets over MBMS in the MCPTT UE to take possible header compression into account
No modification of lower layers in the IMS, in the EPC or in RAN is needed.

6.12.6
Solution evaluation
The solution introduces header compression for media streams transported over MBMS, as an option, when needed, and under full control by the application, on a call per call basis.
6.13
Solution 10-2: header compression function within the BM‑SC

6.13.1
Introduction

This solution addresses key issue 10 and complements the solution 10-1 by proposing another location for the header compression function.

Header compression allows an important decrease of the required bandwidth for voice communications as evaluated in solution 10-1, subclause 6.12.2, but has an impact on the late entry KPI.

The impact on the late entry KPI can be lowered or nullified in MBSFN if the header compression is performed by the BM-SC (subclause 6.13.2). Consequently, this solution proposes to locate the header compression within the BM-SC.

6.13.2
Gain on late entry KPI

6.13.2.1 Packet scheduling

In MBSFN, all the IP packets of a given MBMS bearer are transmitted within transport blocks, scheduled at each MCH scheduling period (MSP). The MSP minimum value is 40 ms. A small value for the MSP is beneficial for the mouth-to-ear and late entry performances, but has an impact on the battery life, as the MBMS client needs to wake up at every new MSP.

In MBSFN, complete subframes are allocated within the MSP (see clause 15.3.3 in 3GPP TS 36.300 [16]), the transport blocks for MBSFN uses all the resource blocks of the given carrier. Considering the short length of the voice IP packets, it may be assumed that at each MSP all the packets for the same call will be transported within the same transport block. Transport blocks cannot be partially acquired by the UE – they are either successfully received or lost.

With the SYNC protocol (see 3GPP TS 25.446 [13]), the BM-SC can control exactly what is sent in each MCH scheduling period if the SYNC sequence duration is equal to the MSP.

NOTE:
If the MBMS mechanism is SC-PTM, the BM-SC cannot control the radio scheduling with the SYNC protocol as mentioned in 3GPP TS 36.300 [16], subclause 15.3.7: "In SC-PTM operation, if/how to use the timestamp information is left to eNB implementation.".
 Consequently the gains of this solution on late entry KPI can only be evaluated for MBSFN.
6.13.2.2 Alignment of the full header packets with the MCH Scheduling Period

Header compression introduces an additional delay in the late entry KPI if the first packet of the call within the first received transport block is not a full header packet. All packets before the first full header packet cannot be decoded and are discarded.

Considering the AMR WB voice codec for which the delay frame size is 20 ms and the scheduling aspect of MBSFN, the graph below illustrates the benefits of aligning the full header packets with the MSP, with MSP set to 80 ms and one full header every 4 packets :
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Figure 6.13.2.2-1 Scheduling aspect with or without alignment (MSP: 80 ms)

Without alignment, if the full header packet is found in the last position in the first acquired transport block, the three first packets cannot be decoded, leading to an additional delay of 60 ms for the late entry KPI. With alignment, there is no additional delay.

Alignment is only possible if the full header period is a multiple of the MSP. Within the BM-SC, alignment is made possible by the SYNC protocol as described in the previous subclause.

The following table indicates the additional delays for the late entries for MSP = 40 or 80 ms with full header periodicity = ½, ¼ or 1/8.

Table 6.13.2.2-1: Impact of header compression on the late entry KPI 
(The values indicate average delays and the value in parenthesis indicates worst case delay.)

	MSP (ms)
	Full header periodicity
	Impact on late entry, no alignment (ms)
	Impact on late entry
with alignment (ms)
	Alignment illustration

	40
	1/2
	10 (20)
	0
	
[image: image17]

	40
	1/4
	30 (60)
	20 (40)
	
[image: image18]

	40
	1/8
	70 (140)
	60 (120)
	
[image: image19]

	80
	1/2
	10 (20)
	0
	
[image: image20]

	80
	1/4
	30 (60)
	0
	
[image: image21]

	80
	1/8
	70 (140)
	40 (80)
	
[image: image22]


With an MSP of 40 ms and a full header periodicity of ½, the bandwidth gain is not balanced by an additional late entry delay. With a full header periodicity of 1/4, the alignment lowers the average late entry delay by 10 ms and the maximum late entry by 20 ms.

With a MSP of 80 ms, the periodicity of ½ has no interest, as 1/4 periodicity has no impact on the late entry delay and offers better bandwidth gain. Without alignment, ¼ periodicity would lead to an additional late entry delay of 60 ms in the worst case.

3GPP TS 22.179 [2] requires a late entry below 150 ms (KPI 4a, late entry without encryption) or below 350 ms (KPI 4b, late entry with encryption).

In MBSFN, with a MSP set to 80 ms, if the UE has no up-to-date MCCH content, 3GPP TR 36.868 [20] evaluates the average late entry delay to 275 ms, with the worst case of 525 ms. By locating the header compression function within the BM-SC, with a full header periodicity of 1/4, no delay would be added to the late entry. 

6.13.3 Architecture and call flow

Several UDP flows may be multiplexed within a MBMS bearer allocated by the MCPTT AS. The set of UDP flows for MCPTT calls is compressed with the profile 1 of RoHC (for IP/UDP/RTP). The UDP for the general purpose sub-channel, used for floor control and call control, shall be compressed with the profile 2 of RoHC (for IP/UDP).

To distinguish the UDP flows between MCPTT calls and the general purpose sub-channel, the BM-SC needs the destination IP address and port number allocated for the general purpose sub-channel. This solution proposes that the SDP announced to the MCPTT clients is also communicated by the MCPTT AS to the BM-SC, as also proposed in solution 6-1. Destination IP address and port number of the general purpose sub-channel are indicated within the SDP (clause 14.2.2.2 in 3GPP TS 24.379 [11]).

When creating a pre-established MBMS bearer, the MCPTT AS’es request to the BM-SC shall include the following new elements: 

· a Boolean indicator, to activate the header compression or not;
· a full header periodicity, if header compression is required; and
· the SDP to be announced to the MCPTT client.
NOTE: the full header periodicity is added in the request to allow the MCPTT to manage precisely the allocated bandwidth.

6.13.4
Impacts on existing nodes and functionality

-
The MB2-C interface is modified: In the Create Bearer Request message, to activate RoHC, the MCPTT AS includes the new elements listed in 6.14.3; 

-
The BM-SC needs to support RoHC for Mission Critical services;
-
Other impacts are shared with solution 10-1;
-
The RoHC component needs to be supported within the UE; and
-
Add information about ROHC in the MBMS bearer announcement message (context identifier ranges, compression profiles) for MBMS bearers (TMGIs) which will support header compression.
6.13.5
Solution evaluation
The solution introduces header compression for media streams transported over MBMS and limits or nullifies the late entry delay. The MB-2 extension proposed in this solution does not modify the existing call flows.

Editor's Note:
SA4, SA2 are required to help evaluating feasibility and impact of this solution.

6.14
Solution 11-1: Reporting of MBMS bearer suspension.

6.14.1
Description

This subclause discusses the potential solution for the key issue 11 in subclause 5.11.

Pre-emption of bearers can take place in the BM-SC, MBMS-GW, MME, MCE and eNB based on Allocation and Retention Priority (ARP, see subclause 6.3 of 3GPP TS 23.246 [8]), which is outside control of the GCS AS. If resumption of a bearer needs to be done by the GCS AS, then signalling needs to be in place to signal bearer suspension to the GCS AS.

Editor’s note:
How the resumption is handled is FFS.

6.14.2
Procedure

The procedure for signalling of bearer suspension can use the same procedure as used for signalling the result of bearer activation in solution 9-1 (see subclause 6.11.2).

Editor’s note:
it is FFS to add a description for entities that can resume MBMS by itself without signalling from the GCS AS.

6.14.3
Impacts on existing nodes and functionality

See subclause 6.11.3.

6.14.4
Solution evaluation

Events such as a bearer failing to be activated or being pre-empted are equally important to the GCS AS. The solution evaluation in subclause 6.11.4 for failure of bearer activation (see subclause 6.11.4) applies equally well for the present key issue.

6.15
Solution 16-1: MBMS bearer usage across different MC services
6.15.1
Description

Editor’s note:
 The technical viability of this solution is under investigation.

This subclause describes the potential solution for key issue 7 in subclause 5.7 and key issue 16 in subclause 5.16. These two key issues are caused due to the lack of overall information of MBMS bearer usage between different MC service servers. Therefore, the general idea is to separate the MBMS bearer management related functions in GCS AS from the MC service servers and make it an independent and centralized MBMS management function.
Figure 6.15.1-1 shows the high level view of the architecture for separating MBMS management function from MC service servers.
The MBMS management server is a functional entity that provides MBMS bearer management for all MC services and groups supported within the MC service provider. The MBMS management server has the direct MB2-C connection with the BM-SC. In order to serve all the MC service servers, the MBMS management server is assumed as the role of a GCS AS and responsible for:

-
activating or establishing the MBMS bearer with BM-SC;

-
keeping track of MC service UE location with respect to MBMS bearers;

-
announcing the MBMS bearer information to MC service UEs;

-
determining for each MC service UE involved in a given group communication whether to use unicast or multicast transport; 

-
informing the assignment of MBMS bearer for specific group communication to MC service servers; and

-
informing the assignment of MBMS bearer for specific group communication to MC service UEs. 

The MBMS bearer can be used by any group for any MC service. Depending on the characteristic and capability of the MBMS bearer, the MBMS bearer can be used for one or more media types by one or more group communication sessions in parallel.

The CSC-X reference point, which exists between the MBMS management server and the MC service server, is used for:

-
the MC service server to request MBMS bearer for a given group; and
-
the MBMS management server to provide MBMS bearer information. 

The CSC-Y reference point, which exists between the MBMS management server and the MC service client, is used for MBMS management server to exchange MBMS bearer information used for group communication.

The CSC-Z reference point, which exists between the MBMS management server and the group management server, is used for MBMS management server to obtain group information.

The CSC-B reference point between the MBMS management server and the BM-SC utilize the MB2-C reference point.
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Figure 6.15.1-1: Architecture for separating MBMS management function from MC service server(s)
Editor’s note:
 Whether additional reference points are needed is FFS

6.15.2
Procedure

6.15.2.1
Location information reporting

Editor’s note:
It is FFS how the MC service client reports its location information.

6.15.2.2
Use of pre-established MBMS bearer

6.15.2.2.1
General

In this scenario, the MBMS management server pre-establishes one or more MBMS bearers in certain pre-configured areas before the initiation of the group communication session. When a UE originates a request for group call for one of these areas, the pre-established MBMS bearer(s) is used for the DL media transmission.

The following steps need to be performed prior the start of the group call over pre-established MBMS bearer:

-
MBMS bearer(s) is pre-established with BM-SC; and
 -
Perform the announcement of the information of pre-established MBMS bearer to the MCPTT clients.
When these preparation steps are done, the group call using MBMS bearer can start. Both pre-arranged group calls and chat group calls can use the pre-established MBMS bearer for distributing the media. The MBMS bearer can be used by any group. Depending on the capacity of the MBMS bearer, it can be used to broadcast one or more group calls in parallel.
Both the media packets as well as the media control messages to the receiving users are sent on the MBMS bearer. Optionally, a separate MBMS bearer could be used for the media control messages due to different bearer characteristic requirements.
6.15.2.2.2
Procedures

The procedure figure 6.15.2.2.2-1 shows only one of the receiving users using MBMS bearer. There may also be users in the same group communication that receive the call on unicast bearers.
Pre-conditions: 

-
The participating users are already affiliated to the group.
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Figure 6.15.2.2.2-1: Use of pre-established MBMS bearers

1a.
The MBMS management server determines to activate one or more pre-established MBMS bearers. The activation of the MBMS bearers is done on MB2-C reference point according to 3GPP TS 23.468 [10]. These bearers will be used for the media transmission.
1b.
Optionally, the MBMS server may also activate an MBMS bearer dedicated for floor control signalling. The activation of the MBMS bearer is done on MB2-C reference point according to 3GPP TS 23.468 [10]. This bearer will be used for the media control signalling.
NOTE 1:
The procedure to determine the activation of MBMS bearers is implementation specific. 
2a.
The MBMS management server passes the MBMS bearer information associated with the pre-established MBMS bearers to the MC service client. The MC service client obtains the TMGIs, identifying the MBMS bearers.
2b.
The MBMS server may pass the MBMS bearer information with the pre-established MBMS bearers used for media control signalling to the MC service client. The MC service client obtains the TMGIs, identifying the MBMS bearers.
NOTE 2:
Step 2a and Step 2b can be done in one MBMS bearer announcement message. 

3. 
The MC service client stores the information associated with the TMGI(s). The MC service client uses the TMGIs and other MBMS bearer related information to activate the monitoring of the MBMS bearers by the UE. 

4.
The MC service client that enters or is in the service area of at least one announced TMGI indicates to the MBMS management server that the MC service client is able to receive media over MBMS, whereby the MBMS management server may decide to use this MBMS bearer associated with the reported TMGIs instead of unicast bearer for the group communication. 

NOTE 3:
Step 4 is optional for the UE on subsequent MBMS bearer announcements.
5.
A group call is established. MC service server sends MBMS bearer request message to the MBMS management server for using MBMS delivery. The MC group ID and service description information, e.g. codec, protocol ID, and priority/QoS are included.

Editor’s note:
It is FFS how the MC service server decides on step 5

6.
The MBMS management server returns MBMS bearer usage response message to confirm the request.

7.
The MBMS management server determines one pre-established MBMS bearer for media data and/or media control signalling transmission for the group. 

8.
The MBMS management server sends MBMS bearer delivery notification message over a previously activated MBMS bearer to all users that will receive the transmission over MBMS bearer. The MBMS bearer delivery notification message includes association information between the group communication and MBMS bearer, i.e. MC service group ID, information about the media stream identifier of the selected MBMS bearer. The identifier (i.e. the TMGI) of the MBMS bearer broadcasting the call may also be included.

9.
The MBMS management server sends MBMS bearer delivery request message to the MC service server indicating that an MBMS bearer is determined for the requested group communication. MC service group ID and the MBMS bearer description e.g. BM-SC IP address and port number for the user-plane, and MBMS service area identities are included.

10.
Media control signalling message is sent from the MC service server to clients over the MBMS bearer.

11.
Media flow is sent from MC service server to the other clients over the MBMS bearer.
6.15.2.3
Use of dynamic MBMS bearer establishment

6.15.2.3.1
General

In this scenario, the MC service server uses a unicast bearer for communication with the UE in the DL at the start of the group communication session. When the group communication session is established, the MC service server requests the MBMS management server to provide an MBMS bearer, the MBMS management server establishes an MBMS bearer using the procedures defined in 3GPP TS 23.468 [10]. The MBMS management server provides MBMS service description information associated with the MBMS bearer, obtained from the BM-SC, to the MC service server and UE for the requested group. The MC service server starts DL media transmission over the MBMS bearer, and UE starts using the MBMS bearer to receive DL media and stops using the unicast bearer for the DL media transmission.

NOTE 1:
The MBMS management server logic for determining to establish the new MBMS delivery bearer is implementation specific. For example, the MBMS bearer server could establish the MBMS bearer based on the location of the UEs that are a part of the group communication session.
6.15.2.3.2
Procedures

The figure 6.15.2.3.2-1 describes the high level procedure and signalling flows on usage of dynamically established MBMS bearer. Only one of the receiving users using MBMS bearer is shown in the figure 6.15.2.3.2-1, there may also be users in the same group communication that receives the call on unicast bearer. 
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Figure 6.15.2.3.2-1: Use of dynamically established MBMS bearer

1.
A group communication session is established.

2a.
The MC service server sends MBMS bearer request message to the MBMS management server for using MBMS delivery. The MC group ID and service description information, e.g. codec, protocol ID, and priority/QoS are included.
2b.
The MBMS management server returns MBMS bearer usage response message to confirm the request.

3.
The MC service server establishes one or more MBMS bearers for the group communication session according to the procedures defined in 3GPP TS 23.468 [10]. MBMS bearer service description associated with the MBMS bearers is returned from the BM-SC.
 4.
The MBMS management server retrieves group information including group members and their affiliation status from the GMS.

5.
The MBMS management server passes the MBMS bearers information to the MC service client of the group. The MC service client obtains the TMGIs.

6.
The MC service client stores the MBMS bearer information associated with the TMGIs, and then starts to activate the monitoring of the MBMS bearers by the UE. 

7.
The MC service client that enters or is in the service area of at least one announced TMGI indicates to the MBMS management server that the MC service client is able to receive media over MBMS, whereby the MBMS management server may decide to use this MBMS bearer associated with the reported TMGIs instead of unicast bearer for the group communication.

8.
The MBMS management server determines the dynamically established MBMS bearers for media data and/or media control signalling transmission for the group communication.

9.
The MBMS management server sends an MBMS bearer delivery notification message over a previously activated MBMS bearer to all users that will receive the transmission over MBMS bearer. The MBMS bearer delivery notification message includes association information between the group communication and MBMS bearer, i.e. MC service group ID, information about the media stream identifier of the selected MBMS bearer. The identifier (i.e. the TMGI) of the MBMS bearer broadcasting the call may also be included.

10.
The MBMS management server sends a MBMS bearer delivery request message to the MC service server indicating that a MBMS bearer is determined for the requested group communication. MC service group ID and the MBMS bearer description e.g. BM-SC IP address and port number for the user-plane, and MBMS service area identities are included.

11.
Media control signalling message is sent from the MC service server to clients over the MBMS bearer.

12.
Media flow is sent from MC service server to the other clients over the MBMS bearer.
6.15.3
Impacts on existing nodes and functionality

New functional entity is need in common service core.

New reference points between the new functional entity and MC service server, GMS and MC service client and BM-SC are needed.

New procedures are needed in the new functional entity, MC service server, GMS and MC service client.

6.15.4
Solution evaluation

This solution provides the benefit that there will be a centralized MBMS bearer control function serving all the MC service servers for the same or different MC services. It eliminates redundant bearer setup by a multitude of MC service servers and can provide the priority arbitration across different MC services.
7
Overall evaluation

7.1
General

The use of MBMS for mission critical communication services serves different purposes. Resource efficiency is one obvious purpose; other objectives of MBMS usage for MC services includes improved performance, queuing of call requests, overload handling, and synchronous client reception. This clause provides the evaluation of the MBMS architecture for MC services and evaluations on all solutions identified in this technical report.

7.2
Architecture evaluation

Editor's note:
Evaluation of the roaming and non-roaming architecture proposals.

7.3
Solution evaluation

The solutions specified in this technical report address a number of key issues identified in the usage of MBMS for mission critical communication services. Table 7.3-1 presents a summary of all solution evaluations.

Table 7.3-1: Solution evaluations

	Key issue
	Solution 
	Evaluation
	Impact on other entities and working groups
	Valid for MC services

	2
	Solution 2-1: MBMS bearer announcement over MBMS bearer
	Provides a more efficient service announcement procedure, specifically it allows UEs to remain in idle model and still receive MBMS bearer announcement. Announcement can be performed with minimum latency,
	Only new procedures in MC services server and MC service client. No other entities are impacted
	MCPTT, MCData, MCVideo

	5
	Solution 5-1: Enhanced MCPTT group call setup procedure with MBMS bearer
	Improve the MCPTT call setup procedure, by reducing the latency due to normal paging procedure. It also optimizes the of MBMS and unicast resources from an application perspective
	Only new procedures in MC services server and MC service client. No other entities are impacted
	MCPTT

	6
	Solution 6-1: FEC for Mission Critical Services
	
	
	

	7
	Solution 7-1: Service area owning MC service server distributes media
	
	
	

	
	Solution 7-2: MBMS bearer management by MC service server (controlling role) with multiple MC service servers involved
	
	
	

	8
	Solution 8-1: GCS AS to indicate the preferred MBMS mechanism to the MCE
	
	
	

	9
	Solution 9-1: Notification of MBMS bearer activation result
	Provides notification to GCS AS of activation result and resource allocation situations in RAN. This is valuable for the predictability of the usage MBMS bearer. This is need to fulfil the requirements for MC services
	New procedures must be defined in RAN and EPC nodes.

Impact on specification owned by RAN3 and SA2


	MCPTT, MCData, MCVideo

	10
	Solution 10-1: Header compression of MBMS data
	
	
	

	
	
	
	
	


Editor's note:
Additional solution evaluation needs to be added to the table above.
* * * Next Change * * * *

Annex A: Performance evaluation of solution 6-1 for MCPTT

* * * End of Change * * * *
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