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1. Introduction
This pCR adds a Annex to the TR 23.780, about the performances for MCPTT which can be expected from solution 6-1, in terms of additional latency, overhead and loss recovery capability. These performances can be compared to the QoS requirements presented in clause 6.3.3 to validate the interest of the solution.
In TR 26.947, the SA4 and the RAN established a set of detailed models for the loss distribution in the MBMS channel, in order to evaluate the effiency of alternative FEC solutions for commercial services. These models are reused here in the context of MCPTT.
After the description of these models, this pCR presents a sample FEC mechanism and a set of FEC configurations. Then is presented the simulation results for these FEC configurations over those loss models.
2. Reason for Change
MCPTT use case is challenging because of the low latency requirements. Effiency of an application layer  FEC must be demonstrated. The purpose of this study is to present that the usage of a simple FEC mechanism allows reaching the QoS requirements.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.780 0.3.0, and to consider the simulation results in the estimation of the solution 6.1.
* * * First Change * * * *
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Annex X:
Performance evaluation of solution 6.1 for MCPTT
X.1
MBMS Bearer Simulation Model
In 3GPP TR 26.947 [x1], a set of detailed models is described for the loss distribution in the MBMS channel, in order to evaluate the effiency of alternative FEC solutions for commercial services. These models have been reused in 3GPP TR 26.879 [x2] for the selection of the MCPTT codecs.

Subclauses X.1.1, X.1.2 are largely based on Annex A.1 from [x2] and are partially reproduced here for convenience.
X.1.1
Coverage
When multiple participants in a group are located in a single cell the system can reduce the resources needed to support the users by having them share an MBMS bearer. This MBMS bearer has the following characteristics:

1)
It is not power-controlled. There is no dynamic feedback by which the eNB can decide to dynamically adjust its transmission resources to improve error performance or meet a target error rate.

2)
Use of retransmissions is "blind" in that the retransmissions are not sent based on dynamic feedback such as ACK/NACKs. These retransmissions cannot be used to guarantee a certain level of performance or target error rate throughout the cell.

Therefore, error rates on the MBMS bearer can vary considerably throughout the cell, e.g., indoors, basements, elevators, stairwells, or the edge of cell in an SC-PTM topology (see below).

The topology for using an MBMS bearer can be configured in two ways:

1)
As a Single-Cell Point-to-Multipoint (SC-PTM) bearer where adjacent cells do not necessarily transmit the same group's content on the same MBMS bearer. In this topology the adjacent cells typically interfere with the MBMS bearer in the serving cell resulting in poorer coverage than the MBSFN topology.

2)
As part of a MBSFN, where all the cells are broadcasting the same content on the same MBMS bearers, preventing inter-cell interference and allowing the users to combine these transmissions to improve coverage and reception.

Coverage using an MBMS bearer cannot guarantee a target FER throughout the entire coverage area. In SC-PTM, the limitations of geometry/SNR and the interference from adjacent cells limits the throughput and error rate that can be achieved.

Transmissions from a single cell surrounded by two rings of adjacent cells that transmit at only 50% of their total unicast traffic were simulated using the following simulation parameters:

Table X.1 Simulation parameters
	
	Freq

(MHz)
	Cell Radius

(km)
	Ant Height

(Hb)

(m)
	Avg
Clutter Height
(m)
	Dhb
(m)
	Slope
	I
	Avg EIRP (dBW) in 5 MHz
	eNB Tx Pwr
(dBW)

	D1
	2000
	0.288
	30
	15
	15
	37.6
	128.1
	33
	13


	
	UE 
Ant Loss

(dB)
	Impl.

Loss

(dB)
	Log normal

Shadowing
	Down tilt

(deg)
	Noise
Figure

(dB)
	Penetration
Loss 
(dB)
	Receive 
Height
(m)
	Vert Beam
width

(deg)
	Horiz

Beam
width

(deg)

	D1
	6
	3
	8
	10
	6
	20
	1.5
	10
	70


[image: image1.emf]
Figure X.1.1.-1 Serving cell (green) in the center is surrounded by the two rings of (yellow) cells that are only transmitting at 50% to reduce their interference on the serving cell.

The results of the simulation showed that even with the two rings of neighbouring cells reducing their load to 50%, the serving cell could not guarantee an FER <=1% for the entire cell (the coverage was less than 95% of the cell). The coverage in the serving cell would be even worse when the neighbouring cells are transmitting closer to their full load. Furthermore, other challenging environments such as indoor, basement, elevator, stairwell, etc.… reception would further impair the MBMS bearer error rate.
Editor’s Note: So far, this section deals only with the SC-PTM case. A table with simulation parameters, a figure showing the simulation area and the simulation results for coverage and FER are also necessary for the MBSFN case.
Therefore the MBMS error traces used to evaluate the performance of 3GPP speech codecs were chosen with FER values in the range of 1 to 5%.

X.1.2
Loss Distribution
During the Application Layer FEC work of Rel-12 an MBMS bearer model was defined and documented in [x2], clause 5.3. In communication with RAN1 and RAN2, it was agreed to use a two-state Markov model for the simulation of LTE RLC-PDU losses as shown in Figure A.1.2-1:
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Figure X.1.2-1 Markov model for LTE RLC-PDU losses 
The model was parametrized based on the D1 simulation settings of 3GPP TR 36.942..

Table X.1.2-1 Parameter Settings for MBMS LTE simulations

	Parameter
	Setting

	Center Frequency (MHz)
	2000

	Cell radius (m)
	288

	Bandwidth (MHz)
	5

	Penetration Loss (dB)
	20

	Speed (km/h)
	3

	Antenna Down tilt (degree)
	15

	Antenna Height (m)
	30

	Antenna Clutter Height (m)
	15

	Dhb (m)
	15

	Slope
	37.6

	I
	128.1

	Average EIRP (dBW, 5MHz)
	33

	eNB Tx Power (dBW)
	13

	UE Antenna Loss (dB)
	6

	Implementation Loss (dB)
	3

	Noise Figure (dB)
	6

	Penetration Loss (dB)
	20

	Receiver Height (m)
	1.5

	Vertical Beamwidth (degree)
	10

	Horizontal Beamwidth (degree)
	70


The simulation was carried out with a 19 sites configuration as shown in Figure A.1.2-2:. Each site has 3 cells. All sites have 100% SFN operation. 30 UEs are uniformly dropped into the center site (dark green one) in each simulation run of 50 sec. In total 900 UEs are dropped and the SNR is sampled accordingly. The overall SNR distribution is also shown in Figure X.1.2-2. 
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Figure X.1.2-2 Simulation Grid and SNR distribution
Editor’s Note: So far, this section deals only with the MBSFN case. Tables with simulation parameters, a figure showing the simulation area and the simulation results for Tg and Tb at speeds of 3km/h and 120 km/h are also necessary for the SC-PTM case.
Based on those SNR traces, two representative traces were selected that in combination with MCS24 result in a 1%, 5%, 10% and 20% target BLER. 

The parametrization of the Markov model is as follows: 

-
each state persists for 10ms, and 

-
a state is good if it has:

-
less than 10% packet loss probability for the 1% and 5% BLER simulations, 

-
less than 40% packet loss probability for the 10% and 20% BLER simulations.

-
MCS=24 was used for all cases and then users at different 'MBMS geometry' were picked to get the different average error rate. 
The parameters for Markov channel modelling are provided in Table A.1.2-2.

Table X.1.2-2 Markov channel parameters

	Parameter
	Meaning

	[image: image5.emf]
	transition probability from Good state to Bad state

	[image: image6.emf]
	transition probability from Bad state to Good state

	[image: image7.emf]
	BLER in Good state

	[image: image8.emf]
	BLER in Bad state

	[image: image9.emf]
	Average Length of Bad state segment

	[image: image10.emf]
	Average length of Good state segment


The time in a good state Tg or time in a bad state Tb may be computed by multiplying the average length of a good (bad) segment by the sampling period. The probability of the good state and probability of a bad state may be computed as q/(p+q) and p/(p+q), respectively.

Specifically, the following parameters for the LTE MBMS channel simulations:

-
Channel model with Markov model loss rate of 1%, 2.5%,  5%, 7.5%, 10% and 20% target BLER with speed 3 km/h in Table X.1.2-3.

-
Channel model with Markov model loss rate of 1%, 2.5%, 5%, 7.5%, 10% and 20% target BLER with speed 120 km/h in Table X.1.2-4.

Table X.1.2-3: Markov parameters for 3 km/h

	Table 1

3 km/h
	
	
	
	
	
	

	 
	BLER = 1%
	BLER = 2.5%
	BLER = 5%
	BLER = 7.5%
	BLER = 10%
	BLER = 20%

	 p
	0.58%
	1.2%
	1.80%
	2.35%
	2.79%
	4.61%

	q
	36.13%
	30%
	24.01%
	22%
	20.90%
	16.80%

	sg
	98.42%
	96.15%
	93.02%
	90.3%
	88.23%
	78.48%

	sb
	1.58%
	3.84%
	6.98%
	9.65%
	11.77%
	21.52%

	pg
	0.03%
	0.045%
	0.06%
	0.2%
	0.56%
	1.16%

	pb
	59.47%
	64%
	70.54%
	76%
	82.30%
	89.20%

	BLER
	0.97%
	2.5%
	4.98%
	7,52%
	10.19%
	20.12%

	Tg (ms)
	1724 
	833
	555 
	426
	359 
	217 

	Tb (ms)
	28 
	33
	42 
	45
	48 
	60 


Table X.1.2-4: Markov parameters for 120 km/h

	Table 2

120 km/h
	
	
	
	
	
	

	 
	BLER = 1%
	BLER = 2.5%
	BLER = 5%
	BLER = 7.5%
	BLER = 10%
	BLER = 20%

	 p
	6.06%
	13%
	27.07%
	34%
	46.48%
	35.60%

	q
	94.30%
	82%
	70.95%
	60%
	50.95%
	63.29%

	sg
	93.97%
	86.31%
	72.39%
	63.82%
	52.29%
	64.00%

	sb
	6.03%
	13.68%
	27.61%
	36.17%
	47.71%
	36.00%

	pg
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	9.72%

	pb
	17.31%
	18.5%
	19.54%
	20.8%
	22.33%
	40.40%

	BLER
	1.05%
	2,53%
	5.40%
	7.52%
	10.66%
	20.77%

	Tg (ms)
	165 
	77
	37 
	29 
	22 
	28 

	Tb (ms)
	11 
	12
	14 
	17
	20 
	16 


The derived Markov models can be assumed MCS independent, i.e. the loss distribution models depend only on the average BLER and the speed.
NOTE: Use of a high MCS value (24) for MBMS makes it difficult for most UEs to reliably decode received packets, resulting in a high packet error rate. The assumption that the loss distributions does not depend of the MCS value, but only from the average BLER and the speed is questionable.
The 3 km/h Markov models have much larger loss bursts than the 120 km/h ones. This can be seen by the average length of bad state segment (28ms<Tg<60 ms at 3km/h and 11ms<Tg<16 ms at 120 km/h).
In the scope of this study, intermediary channel models have been interpolated for target BLER at 2,5% and 7,5%, corresponding to the yellow columns in table X.1.2-3 and X.1.2-4.
X.1.3
Scheduling


The evaluation considers the AMR WB voice codec, for which the delay frame size is 20 ms and the scheduling aspect of MBSFN.
In MBSFN, it considers also that the MCH scheduling period is set to its minimum value of 40 ms. Then the eNB has scheduling opportunities on the MBMS bearer every 40ms and transmits all the packets it has received from the MCPTT AS at the next scheduling opportunity. The eNB can be considered to forward whatever packets it has received in the last 40ms.
With the SYNC protocol (see 3GPP TS 25.446 [x7]), the BM-SC can control exactly what is sent at each scheduling opportunities if the SYNC sequence duration is set also to 40 ms.
Given the short length of the voice IP packets, we assume that at each scheduling opportunity all the packets for the same call will be transported within the same transport block. No packet is segmented between 2 transport block. Therefore, every 40ms, a transport block conveys exactly 2 packets and the PER (packet error rate) is equals to the BLER.

[image: image11]
Figure X.1.3-1 Transport of a AMR-WB group call
The loss distribution, described in clause X.1.2 applies to the transport blocks, with a subsampling of 40 ms (one frame out of 4 is considered).
NOTE: Use of a 40 ms scheduling period for MBMS can have a potentially severe impact on the battery life of the UE, as the UE needs to wake up looking for data every 40 ms. For that reason, deployments may choose to use a longer period, for which these simulation results and conclusions are not applicable. 

X.2
Application layer FEC used for evaluation
For the need of performance evaluation of FEC in the MCPTT use case, we consider the usage of FEC Frame, with a Reed Solomon FEC scheme as defined in RFC6865 [x6].
FEC Frame (for Forward Error Correction Framework) [x5] is a mechanism, allowing the application of FEC to arbitrary packet flows over unreliable transport and is primarily intended for real-time, or streaming.
Reed Solomon FEC Scheme is optimal in terms of loss recovery capabilities when dealing with "small" blocks. Any k out of the n packets of a given block are sufficient to recover the original k source packets.
In this evaluation, each call is protected by a separated repair flow.
We call RS (k, n, l) the usage of Reed Solomon over FEC Frame with k source packets, n encoding packets (i.e. n-k repair packets) adding a latency of l ms.
The selected values for l used in the simulation are all inferior or equals to 160 ms, to respect the latency requirements (see clause 6.3.4).
3 kinds of configuration, presented below, are evaluated. All these configurations require the alignment of the FEC blocks with the MCH Scheduling period. 
X.2.2
RS (2, 4, l) configurations
In these configurations, for each couple of source packets transmitted within a transport block, 2 associated repair packets are transmitted in a later transport block. 
If l=40ms, then the repair packets are transmitted into the following transport block.
If l =80ms, the repair packets are transmitted 2 transport blocks later.

[image: image12]
Figure X.2.2-1 Illustration of RS(2, 4, 40ms)
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Figure X.2.2-2 Illustration of RS(2, 4, 80ms)

RS(2, 4, l) is evaluated with l=40ms, 80ms, 120ms, 160ms. 
X.2.3
RS (4, 8, l) configurations
In these configurations, the 4 packets of 2 consecutive transport blocks are gathered within a FEC source block, from which 4 repair symbols are generated and transmitted in later transport blocks. 

If l=120ms, then the repair packets are transmitted into the 2 following transport block.

If l =160ms, the repair packets are transmitted after a gap of one transport block.

[image: image15]
Figure X.2.3-1 Illustration of RS(4, 8, 120ms)
RS(4, 8, l) is evaluated with l=120ms, 160ms.

X.2.3
RS (4, 6, l) configurations

In these configurations, the 4 packets of 2 consecutive transport blocks are gathered within a FEC source block, from which 2 repair symbols are generated and transmitted in later transport blocks. 

If l=80ms, then the repair packets are transmitted into the following transport block.

If l =120ms, the repair packets are transmitted after a gap of one transport block.
RS(4, 6, l) is evaluated with l=80ms, 120ms.
The overhead of RS(4, 6, l) is 50%, to be compared to the 100% overhead of RS(2, 4, l) and RS(4,8,l).
X.3
 Simulation Results
The results as expressed in term of residual loss rate (i.e. the residual losses that could not be recovered by FEC), in function of the BLER.
X.3.1
Residual loss rates for the 3km/h loss models
The graph X.3.1-1 shows the simulation results of the configurations described in X.2 when dealing with the Markov loss models for 3km/h.

[image: image16]
Figure X.3.1-1 Residual loss rate at 3km/h
As noted in X.1.2, the average length of bad state segment at 3km/h (28ms<Tg<60 ms) is important and causes many loss bursts of 2 or 3 consecutives transport blocks. Under those conditions, the more latency is consumed by a FEC configuration, the more losses can be recovered by FEC. Thus, the residual loss rate of RS(2, 4, l) configurations decreases when l increases up to 160 ms.
With only 50 % of overhead, the RS (4, 6, l) configurations can fulfil the objective of 1% max residual loss rate if the BLER is inferior to 3%. Beyond, a RS (2, 4, l) or RS (4, 8, l), with an overhead of 100% should be selected.
X.3.2
Residual loss rate for the 120km/h loss models
At 120 km/h, the losses are practically independent and identically distributed (i.i.d.), and are less found in bursts. For that reason, consuming more latency has no effect on the residual loss rates. There is less chance to lose several transport blocks belonging to a same FEC block. By example, is observed that RS(2,4, l) configurations have the same efficiency, whatever the value of l (in that case, l=40 ms would be selected).
The graph X.3.2-1 shows the simulation results of the configurations described in X.2 when dealing with the Markov loss models for 120km/h.

[image: image17]
Figure X.3.2-1 Residual loss rate at 120km/h
Without burst, the FEC decoding results, for a given BLER, are better. With the conditions (BLER below 7%), a RS(4, 6, l) with only 50% of overhead is efficient enough to reach a residual loss rate below 1%.
By working in bad coverage conditions (BLER > 10%), RS(4, 8, l) configurations are significantly more efficient than the others and  are the only ones reaching the QoS requirements, at the cost of a 100% overhead and a 120ms extra latency.
X.3.3
Conclusion

Despite the low latency requirements for MCPTT, some significant gains are allowed by the usage of an application layer FEC. RS(4, 8, 160ms) allows coping with the worse conditions (BLER ~10%), whatever the loss distribution of our models (3km/h and 120 km/h), offering a residual loss rate under 1% while respecting the KPIs. In better conditions, a 50% overhead configuration like RS(4,6, 80ms) is suitable.
Such levels of protection solve the coverage issue described in X.1.1.
Those performances are made possible because the BM-SC can control exactly the scheduling of the packets (see clause X.1.3) and align the FEC blocks with the transport blocks.
* * * End * * * *
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