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Decision/action requested

Discuss and approve on the text proposal.
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Rationale

Network upgrade or refresh is a multi-year effort that requires operators to first estimate the potential growth of subscribers and traffic demands in a few years, then follow up with network planning, equipment procurements, and deployments. However, several years later when the network upgrade is finally completed, operators may realize that the expected growth never materialize in some areas, leaving big chunks of capacity underused, while the growth exceeds far beyond initial estimation in other areas. The problems can be attributed to the architecture of operator’s network today that is typically integrated vertically over proprietary hardware platforms. 
This contribution proposes a “grow as it goes” use case to enable operators to scale the network capacity on demand. The proposal is to include these use cases into TR 32.842 [2].
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Management use cases
5.1
Use case for Instantiation of Core Network Service 
5.1.1       Introduction 
This use case is to describe operator originated instantiation of core network service. To support the core network service, it may need the instantiation of multiple VNFs and setup the connections between the network elements.

5.1.2       Actors
1. Operator

2. 3GPP functional block (NM, DM, EM), ETSI MANO functional block (NFVO, VNFM, VIM).

5.1.3       Pre-conditions
Operator wants to deploy new network service. 
5.1.4       Description
1. Based on the network service requirements or the detection of constant traffic demand surging in a given area, operators plan and design the multi-vendor core network elements deployment which includes the related network elements information and the connection information between the network elements. 
2. Operator performs VNF package on-boarding, if they are not on-boarded.

3. Opeator performs network service descriptor on-boarding if they are not on-boarded
4. Operator initiates the VNF network service instantiation from the 3GPP functional block.

5. The instantiation of network service may include the instantiation of multiple related VNFs and the related connections. 
6. For the instantiation of VNF, the virtual resources are allocated first by the ETSI MANO functional block.

7. After resources are allocated, the network element parameters and connections related configuration parameters are configured to VNF by the 3GPP functional block.

8. After all the network service related VNFs and the corresponding connections are configured, the virtualized network is ready to provide network service.

5.1.5       Post-conditions
The new network service is ready for operator to use.
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