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Rationale

The contribution provides analysis of interoperation between MLB algorithms running at two neighbour eNBs from different vendors; the algortihms are based on the Composite Available Capacity (CAC).
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Detailed proposal

	1st modified section


4.2.1.2
Load Information Exchange Interoperability issues

The architecture in figure 4.2.1.2-1 assumes that the Load Balancing SON function is located at EM or eNB level for both Macro and Small cell vendors. 
Normally, in this case each vendor would have implemented standardized 3GPP X 2 interfaces 3GPP TS 36.423 [3] and would be able to support most of the X2 exchanges for inter-working purposes. 
However, possible interoperability issue may arise from the fact that vendors are free to run any load balancing algorithm at any timescale, with any load metrics [5]. Without coordination, the load balancing action might conflict between vendors. Some examples can be found in 4.2.1 and Annex N.
	2nd modified section


Annex X (Informative): Alignment of behaviour of D-MLB instances, CAC case
In the TS 36.423, 9.2.45, the Composite Available Capacity (CAC) is defined as combination of Cell Capacity Class Value and Capacity Value specifed further in 9.2.46/47. 
Proprietary CAC computation algorithms implemented by different vendors may be significantly different. 
For example, as one possible CAC computation method, the Capacity Value B towards certain neighbor eNB may be computed as a function of the parameters G, N, M as denoted in the Figure X-1 which is a snapshot of eNB capacity utilization.
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Figure X-1. Example of CAC computation algorithm 

A possible scenario considers two neighbor cells serviced by eNB1 and eNB2 produced by different vendors, with different CAC computation algorithms or at least with different margins M. In case when eNB1 cell is overloaded while the eNB2 cell load is not that significant, there is potential to relief overload in the eNB1 cell by offload to eNB2. However it can happen that the eNB2 shows CAC = 0 simply because it keeps larger margin M than may be really needed in this particular deployment. Then the MLB algorithm at the eNB1 will not initiate offload to the eNB2.  

For the example given above, one possible solution would be to configure the recommended percentage or level (e.g., with range) for such parameters as N, M, via OAM. Then the operator will be able to align behavior of eNBs from different vendors.
 For such alignment, the ranges configured for eNBs from different vendors should not necessarily be identical.
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