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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

Traditionally, telecommunication equipment is provided as physical equipment with software and hardware bound together. Virtualization technologies, in principle, can support network function software to be executed in COTS hardware. The benefits of using virtualization technologies in telecommunication network are:

-
Flexibility: Enabling services to be delivered via software on COTS hardware makes the deployment and redeployment of network functions more flexible, and allows network functions to be scaled in and out dynamically.

-
Time-to-Market: Reducing the time for deployment of new services would improve the time-to-market, thus allowing operators to better support changing business requirements.

-
OPEX saving: The decoupling of hardware and software allows the reduction of space, power and cooling requirements and hardware diversity, and makes the roll out, management and maintenance of network functions more efficient.

-
CAPEX saving: The decoupling of the network function software from purpose-built hardware allows the reuse of COTS hardware for new services, and to eliminate wasteful over-provisioning.
Virtualized Networks, like non-virtualized networks, need also to be managed.

The present document investigates how virtualized networks can be managed. It investigates the relations of management architecture and management functions between virtualized network, non-virtualized networks and mixed networks. Whether the existing management architecture, management function and management models could be maximum reused and enhanced to satisfy the inclusion of the virtualized network management function are also studied.
1
Scope

The present document studies the network management of virtualized 3GPP specified core networks based on the architectural framework in ETSI GS NFV-MAN 001 [2]. It studies the network management of mixed core networks, which are comprized of virtualized 3GPP specified core networks and non virtualized 3GPP specified networks. 

It also identifies the potential impacts on the existing 3GPP management architecture and to propose potential solutions for the network management of fully virtualized networks and mixed networks.
The objectives of this study are:
-
Study the use cases and concepts for the network management of virtualized networks, which are applicable to 3GPP, taking into account the relevant use cases from ETSI.
-
Analyze and classify the network management scenarios when all instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in fully virtualized networks).
-
Identify the requirements for potential solutions for the network management of virtualized networks when all instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in fully virtualized networks).
-
Analyze and classify the network management scenarios when some instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in mixed networks).
-
Identify the requirements for potential solutions for the network management of virtualized networks when some instances of 3GPP-defined network elements in a subsystem/domain are virtualized according to the architectural framework in ETSI GS NFV-MAN 001 [2] (i.e. in mixed networks). Study whether or not a single management system for mixed networks is required.
-
Identify the potential impacts on the existing 3GPP Management reference model.

-
Analyze the existing 3GPP Management reference model, interfaces, protocols and procedures to determine what can be re-used, adapted or extended, and whether new IRPs are needed for network management of virtualized networks.
-
Propose enhancements or extensions to the 3GPP Management reference model, if an impact is foreseen.
-
If needed, solution(s) for a single management system for mixed networks should be studied.

-
Provide recommendations for the standardization of the network management of fully virtualized networks and mixed networks, based on the result of the analysis and the potentially identified impacts, enhancements or extensions.

Editor’s note: the scope of this TR will be revisited before the study is concluded.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
ETSI GS NFV-MAN-001: "Network Function Virtualisation (NFV); Management and Orchestration".
[3]
3GPP TS 32.101: "Telecommunication management; Principles and high level requirements".
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
CAPEX
CAPital EXpenditure
COTS
Commercial Off-The-Shelf
FFS
For Further Study
NFV
Network Functions Virtualization
NFVO
Network Functions Virtualization Orchestrator

OPEX
OPerating EXpense
OSS
Operations Support System
VIM
Virtualized Infrastructure Manager
VNF
Virtualized Network Function
VNFM
Virtualized Network Function Manager
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Concept and background
5
Management use cases
5.1
Use case for Instantiation of Core Network Service 
5.1.1       Introduction 
This use case is to describe operator originated instantiation of core network service. To support the core network service, it may need the instantiation of multiple VNFs and setup the connections between the network elements.

5.1.2       Actors
1. Operator

2. Management system which includes NM, DM, EM, NFVO, VNFM, VIM.

5.1.3       Pre-conditions
Operator wants to deploy new network service. The vendor provided VNF software package has been on-boarded into operator’s repository.

5.1.4       Description
1. Based on the network service requirements, operators plan and design the multi-vendor core network elements deployment which includes the related network elements information and the connection information between the network elements. 

2. Operator initiates the VNF network service instantiation from the management system.

3. The instantiation of network service may include the instantiation of multiple related VNFs and the related connections. 
4. For the instantiation of VNF, the virtual resources are allocated first by the management system.

5. After resource are allocated, the network element parameters and connections related configuration parameters are configured to VNF by the management system.

6. After all the network service related VNFs and the corresponding connections are configured, the virtualized network is ready to provide network service.

5.1.5       Post-conditions
The new network service is ready for operator to use.
5.2    Use cases: VNF expansion

5.2.1    Introduction

VNF expansion refers to the addition of capacity that is deployed for a VNF, and may result in a scale-out of a VNF by adding VNFCs to support more capacity or may result in a scale-up of virtualized resources in existing VNF/VNFCs (see Annex B.4.4.1, B.4.4.2 in [2]).
This UC is to show the VNF expansion operations once the need is detected and the scaling action is determined.
5.2.2    Pre-conditions

3GPP defined NM, 3GPP defined EM, or ETSI defined VNFM detected the need to scale and have determined the scaling action..
5.2.3    Description

1. EM, or NM (via EM) requests capacity expansion to the VNFM (see step 2, in clause B.4.4.2 in [2]) , or VNFM may decide to initiate VNF expansion (see step 4 - 7, in clause B.4.4.1 in [2]).
2. VNFM expands the resources (see step 8 – 10 in B.4.4.2 in [2]) .
3. After successful resource expansion, VNFM sends EM the information that an existing VNF has additional capacity (see step 11, and B.4.4.2 in [2]). .

4. EM updates the VNF as a managed device (see step 12, in both clause B.4.4.1, and B.4.4.2 in [2]).
5. EM configures the VNF with application specific parameters (see step 13, in both clause B.4.4.1, and B.4.4.2 in [2]).

6. EM sends information about the newly updated and configured additional capacity to the NM.
Editor note: Whether to use 3GPP-defined-EM or 3GPP-defined-DM is FFS.
5.2.4    Post-conditions

VNF is in operational with expanded capacity.
5.3
Use case for termination of Core VNF instance

5.3.1       Introduction 
The use case is intended to show how VNF is terminated in the mixed networks where non-virtualized NE and VNF are co-exist. The use case addresses the scenario that the VNF termination is triggered at NM by the operator.
5.3.2       Actors
1. Operator

2. Management system which includes NM, DM, EM, NFVO, VNFM, VIM.
5.3.3       Pre-conditions
Operator decides a core VNF instance is not necessary any more. For example, operator may want to reduce the network capacity when the load of the network is continuously low and the network resources are not efficiently utilized. 
5.3.4       Description
1. Operator initiates the VNF instance termination operation from the management system. 

2. The management system triggers application level termination. The influence of termination to the provided network service should be minimized. 

3. After the application level termination is done, the selected core VNF instance related resources are released by the management system. 
4. The result of the VNF instance termination is reported to the operator.

5.3.5       Post-conditions
All VNF components of the selected VNF instance have been terminated, the related virtual resources (e.g. computing, storage, network and connectivity etc.) have been released accordingly after the termination. Operator is notified with the result of the termination.
5.4    Use cases: Fault management
5.4.1     Introduction

When a failure occurs in fully virtualized networks or mixed networks, several alarms associated with the failure might be generated and reported to one or more management functions (e.g., EM, VNFM or NFVO), which are defined in ETSI MANO gs[2], to allow fault corrective action to be taken.  This subsection includes use cases to show fault management flows including alarm reporting flows as follows;
1. An alarm generated by NE (excluding NFVI)

2. An alarm generated by NFVI

3. An alarm generated by EM

4. An alarm generated by VNFC

5. TBD

5.4.2     Failure management when the alarm generated by NE (excluding NFVI)

5.4.2.1      Pre-condition
NFV management and orchestration operation is active. And 3GPP management operation is active.
5.4.2.2      Description

1. Alarms are generated at faulty NE.
2. The faulty NE may send the alarms to primarily EM. Then EM may further forward the alarms to OSS or VNFM. VNFM may also forward the alarms to NFVO. 
3. In this case, the fault is caused by application failure in the NE so the fault correlation may be performed by EM.
4. EM triggers a corrective action to repair the failed resource or service. The corrective action involves executing some of the VNF instance lifecycle management flows (e.g., VNF scaling) or some of the Network Service instance lifecycle management flows. Based on the analysis of root cause and impacts, EM triggers a corrective action to recover the failure. 
In case the corrective action needs to be performed by VNFM, EM sends a corrective action request toward VNFM. 
In case the corrective action needs to be performed by NFVO, EM sends a corrective action request toward NFVO.

5. Based on the received request, each management function performs corrective action to successfully recover the NE failure.
[Editor’s note]: A detail of the recovery procedure is FFS.
6. Event representing NE recovery is sent to OSS from EM because operator wants to know the change which is dynamically performed.
5.4.2.3      Post-condition
The network operation works normally. And the operator knows the recovery from the failure.
5.4.3     Failure management when the alarm generated by NFVI

5.4.3.1      Pre-condition
TBD

5.4.3.2      Description

TBD

5.4.3.3      Post-condition

TBD

5.4.4     Failure management when the alarm generated by EM

5.4.4.1      Pre-condition

TBD

5.4.4.2      Description

TBD

5.4.4.3      Post-condition

TBD

5.4.5     Failure management when the alarm generated by VNFC

5.4.5.1      Pre-condition

TBD

5.4.5.2      Description

TBD

5.4.5.3      Post-condition

TBD

5.4.6     TBD

5.4.6.1      Pre-condition

TBD

5.4.6.2      Description

TBD

5.4.6.3      Post-condition

TBD
6
Potential requirements
6.1
Requirements for management of virtualized network
6.2
Requirements for management of mixed network
7
Potential solutions
7.1
Management architecture
7.1.1 
Overview

Figure 7.1-1 illustrates the 3GPP management architecture which manages both virtualized and non-virtualized network functions and clarifies the relationship between 3GPP management framework and NFV-MANO framework. The NM and EM in figure 7.1-1 are both logical functions.
Editor's note: figure 7.1-1 is still open for discussion.
The following diagram does not imply extending the scope of 3GPP NFV study. 
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Figure 7.1-1: The mixed network management mapping relationship between 3GPP and NFV-MANO architectural framework
Note: The relationship between NM and OSS/BSS functional block (named in [2]) is FFS.
Note: the relationship/impact of the interface between EM and VNFM with/on the 3GPP management reference model needs further discussion. Further specification and clarifications from ETSI NFV will be taken in consideration.
Note: The dash boxes of PNFs are optional for some specific virtualized network use cases.

Note: How to involve the MANO framework into the 3GPP management reference model is FFS.
7.2
Management interfaces and models
7.3
Management procedures
8
Conclusions and recommendations
Annex A:
Gap Analysis
Annex B:
Change history

	Change history

	Date
	TSG #
	TSG Doc.
	CR
	Rev
	Subject/Comment
	Old
	New

	2014-07
	SA5-96
	S5-144116
	
	
	First creation of skeleton.
	-.-.-
	0.0.0

	2014-08
	SA5-96
	-
	-
	
	MCC review
	0.0.0
	0.0.1

	2014-08
	
	
	-
	
	1. Added the agreed contributions S5-144482, Introduction and Scope (S5-144496, S5-144483)

2. MCC proposal for clean-up
	0.0.1
	0.1.1

	2014-10
	SA5-97
	
	
	
	Added the agreed contributions of management architecture (S5-145402), instantiation and termination use case (S5-145388, S5-145371), expansion use case (S5-145403) and fault management use case (S5-145391)
	0.1.1
	0.2.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


NFV Orchestrator
(NFVO)
VNF Manager
(VNFM)
Virtualized Infrastructure Manager
(VIM)


EM
(VNF)

NFV-MANO
Vn-Nf
NE
(PNF)
(VNF)
Vn-Nf
Hypervisor
Hardware Resources
(COTS)

NFVI
Os-Nfvo
VeEn-Vnfm
VeNf-Vnfm
Nf-Vi
Nfvo-Vnfm
Vnfm-Vi
Nfvo-Vi
Itf-N
EM
NE
(PNF)
EM
DM
Itf-N
NM
(OSS/BSS)



