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Decision/action requested

Discuss and approve proposed clarifications, agree on the way forward.
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Rationale

The current version of agreed Super-CR on multi-vendor plug and play [1] has several instances of [FFS] through the text. Some of these should have been eliminated when other clarifications (e.g. [2, 3, 4]) were agreed, while others may need additional discussion. The text tagged with [FFS] introduces ambiguity in the specification and should be eliminated. In the present document we make an attempt to analyze each of the text fragments tagged with [FFS] and propose options to eliminate the [FFS] tags and related ambiguity.
3.1
Detailed analysis

3.1.1
Use of DHCP and DNS in general
Section 4.3.1 contains description of the entities involved in the PnP concept and contains the following text tagged with [FFS]: “[FFS if DHCP-only without DNS is an option], [FFS: DNS,]”. Based on the agreements in [4], both should be supported based on operator’s preference (specific deployment scenario) while use of DNS is listed as “optional” in the Plug and Connect Use Case [1]. Therefore, the current agreements may be interpreted as “DHCP-only without DNS may be possible depending on operator’s preference / network configuration” and “DNS server may be an entity involved in the PnP concept depending on operators’ preference / network configuration and should be listed in section 4.3.1”.
Proposal 1: Remove the text “[FFS if DHCP-only without DNS is an option]” and replace the text “[FFS: DNS,]” with “DNS server,” in section 4.3.1. Rapporteur note (2013-05-29): This proposal was agreed by the group at the initial discussion.  
3.1.2
Use of Multi-vendor Configuration Server

Section 4.3.1 lists Configuration Server as an entity involved in the PnP concept: “[FFS: Configuration Server]”. The use of Multi-vendor Configuration Server (e.g. an FTP server storing eNB initial configurations with directory structure supporting multiple vendors) was not agreed by the SA5 group. Instead the group agreed to use the vendor specific Initial EM(s) (e.g. a vendor provided EM storing eNB initial configuration sufficient for the eNB to connect to the Serving EM. The communication between eNB and Initial EM is vendor specific and does not require standardization.) [1].
Proposal 2: Remove the text “[FFS: Configuration Server]” in section 4.3.1. Rapporteur note (2013-05-29): This proposal was agreed by the group at the initial discussion.
Proposal 3: Discuss whether it is necessary to list both the “Initial Element Manager” and “Serving Element Manager” (that could be the same in certain deployment scenarios) instead of just “Element Manager” in the list of entities in section 4.3.1. Rapporteur note (2013-05-29): This proposal was discussed by the group at and the agreement was made to add an explanation about possibility of Initial/Serving Element Managers.
3.1.3
DHCP server in secure operator’s network (Inner IP information)
The Use Case 6.4.3 Pre-Conditions section contains the following [FFS] under “For Secure Operator’s Network” subsection: “(Inner) IP autoconfiguration information at the IP Autoconfiguration Service [FFS: whether at initial OAM SeGW or DHCP Server of the Secure Operator Network]”. Three options are possible for the inner IP autoconfiguration:

· Inner IP autoconfiguration information is stored at the initial OAM SeGW (eNB receives the inner IP address from the Configuration Parameters of IKEv2 during tunnel establishment);
· Inner IP autoconfiguration information is stored at the DHCP Server of the Secure Operator Network (implies that the Relay DHCP option is to be used for inner IP address assignment);
· Inner IP autoconfiguration information (all or portion of it) is stored at the IP Autoconfiguration Service used in UC step 2 (The step 6 of the Use Case 6.4.3 states that the inner IP address: “may be the same as the outer IP address obtained in step2” – in this case the initial OAM SeGW just re-assigns in the Configuration Parameters of IKEv2 during tunnel establishment the same IP address as inner that has already been assigned as outer).

Based on the agreements at the 3GPP SA5#88 [2, 3], the Relay DHCP option for inner IP address assignment has been eliminated (this FFS should have been resolved/eliminated at that time).

Proposal 4: Replace the text “[FFS: whether at initial OAM SeGW or DHCP Server of the Secure Operator Network]” with “or at the initial OAM SeGW” in section 6.4.3. Rapporteur note (2013-05-29): This proposal was agreed by the group at the initial discussion.
3.1.4
DHCP server in secure operator’s network (IP/FQDN of Initial EM)
The Use Case 6.4.3 Preconditions section contains the following [FFS] under “For Secure Operator’s Network” subsection: “FQDN or IP address of the initial EMS at the [FFS: eNB and/or DHCP Server of the Secure Operator Network]”. And the following [FFS] under the step 7 (acquiring the IP address of the correct EM): “[FFS: by issuing a DHCP request including the eNB’s vendor information or by resolving a FQDN including the eNB’s vendor information via DNS]”. The following options are possible in general:

a. eNB has the IP address of the correct (correct vendor) EM pre-programmed at the factory;

b. eNB has the FQDN of the correct (correct vendor) EM pre-programmed at the factory and uses DNS to resolve it into IP address. The name sent to DNS server may be operator independent (e.g. vendor<VID>.mediator) or contain the operator’s MCC/MNC (e.g. vendor<VID>.mediator.oam.mnc<MNC>.mcc<MCC>.3gppnetwork.org). In the first case the “oam.mnc<MNC>.mcc<MCC>.3gppnetwork.org” may be configured at the DNS server as a default domain. The second case may be needed in a network sharing scenario and the domain name may be provided by the IP Autoconfiguration service (e.g. in UC step 2, sent in the DHCP Ack as Option 15 “Domain Name”).

c. eNB has the FQDN of the correct (correct vendor) EM configured by the IP Autoconfiguration service (in step 2 of the UC sent in the DHCP vendor specific attributes). The eNB then in step 7 of the UC uses DNS to resolve this FQDN into IP address.
d. eNB acquires the IP address of the correct (correct vendor) EM (in step 2 of the UC sent in the DHCP vendor specific attributes). The eNB may then skip the step 7 of the UC.

e. eNB acquires the IP address of the correct (correct vendor) EM (in step 7 of the UC by sending the DHCPINFORM request to the DHCP server of the Secure Operator Network and receiving the EM IP address in the vendor specific attributes in the DHCPACK message).
f. Same as option b, except domain name is acquired in step 7 from the DHCP server of the Secure Operator Network.

Technically, all options [a ...e] are possible. The option d may be considered as potentially increasing the security risk, but this risk may be eliminated by use of TLS (Transport Layer Security) in communications between eNB and the initial EM (out of scope of MV PnP). The options [e, f] require eNB to either use the Relay DHCP (which was eliminated for MV PNP according to the recent agreements [2, 3]) or receiving the IP address of the DHCP server of the Secure Operator Network via either INTERNAL_IP4_DHCP or INTERNAL_IP6_DHCP Configuration Attribute of IKEv2 [5] from the SeGW. The use of options [c, d, e] requires that the DHCP vendor specific attributes carrying either EM IP or EM FQDN have to be standardized.
Proposal 5: Discuss and agree whether MV PnP should standardize the vendor specific DHCP attributes carrying either EM IP address or EM FQDN. Eliminate the [FFS] based on the group agreement. Rapporteur note (2013-05-29): The group could not agree on a specific option at this meeting – the decision was postponed to the SA5#90.
 3.1.5
Default VLAN
The Use Case 6.4.3 step 1 contains the following [FFS]: “The eNB uses the default VLAN to start communicating on. [It is FFS what "default" means in this context.]”. The group agreement [4] for determining the correct VLAN ID eliminated the VLAN scanning and selected the use of a “default” VLAN as preferred option. However, it is ambiguous what “default VLAN” means in this case. Two options for “default VLAN” were identified during the discussion at SA5#88: use of an arbitrary VLAN ID (a VLAN ID is selected as “default” for MV PnP and standardized) and use of “native” VLAN with untagged frames. The use of a standardized VLAN ID may cause problems in certain deployments where this particular VLAN ID is already used for different purpose. The use of “native” VLAN ID with untagged frames for eNB PnP procedure eliminates the possibility of standardized “default” VLAN ID being unavailable (already in use) and does not prevent the IP infrastructure (e.g. switch where eNB is connected) from tagging the PnP traffic with desired VLAN ID if necessary.

Proposal 6:  Replace the text “[It is FFS what "default" means in this context.]” with “The default in this context means native VLAN where PnP traffic is sent untagged.” in step 1 of Use Case 6.4.3. Rapporteur note (2013-05-29): This proposal was agreed by the group at the initial discussion and the actual change will be made by pCR S5-131048 (co-signed by NEC and Nokia Siemens Networks).
4
Detailed proposal

	1st Modified Section


4.3.1
General description

The basic idea of Plug and Play is to avoid pre-configuration of an eNB as far as possible. In an ideal PnP world an eNB equipment is totally agnostic of its future purpose, its location in the network, its addresses, its basic configuration parameters etc... All this information is only supplied step by step during the PnP process.

The required information for the new eNB is stored at specific places. The eNB needs to know how to access these places. The PnP process provides this information to the eNB.

The entities involved in the PnP concept are eNB, DHCP server, DNS server, Certification Authority server, Element Manager (include the Initial and Serving Element Managers that could be the same in certain deployment scenarios), Security Gateway.

The Plug and Play includes "Plug and Connect" and Self-Configuration. The basic steps of Plug and Connect are described in clause 6.4.3.

After Plug and Connect Self-Configuration procedures are used to complete Plug and Play.

	Next Modified Section


6.4.3
Use case Multi Vendor Plug and Connect eNB to network
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal
	After physical installation, connect the eNB to its initial Element Manager and to the Core Network(s) as automatically as possible. 
	

	Actors and Roles
	eNB as user
	

	Telecom resources
	eNB; IP networks: Non-Secure Operator Network, External Network, and its elements like DHCP server optionally DNS, CA/RA servers, Security Gateway(s) (each protecting one or more Secure Operator Networks), Secure Operator Network(s) including Element Manager(s), Core Network(s) 
	

	Assumptions
	There is a functional power supply for the eNB.
There may be one or more IP Autoconfiguration Services like DHCP and Router Advertisements and zero or more DNS servers.
	

	Pre conditions
	The eNB is physically installed. 

IP connectivity exists between the involved telecom resources. 

The involved telecom resources are functional.
The relevant information is stored and available:
· Vendor Certificate at the eNB

· Operator Certificate at the CA/RA

· For the External Network or Non-Secure Operator Network:

· (Outer) IP autoconfiguration information at the IP Autoconfiguration Service

· FQDN of the initial OAM SeGW at the eNB
  and/or
FQDN or IP address of the initial OAM SeGW at the IP Autoconfiguration Service

· FQDN of the CA/RA servers at the eNB
  and/or
FQDN or IP address of the CA/RA servers at the IP Autoconfiguration Service

· If FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)
· For the Secure Operator Network:

· (Inner) IP autoconfiguration information at the IP Autoconfiguration Service or at the initial OAM SeGW
· FQDN or IP address of the initial EMS at the [FFS: eNB and/or DHCP Server of the Secure Operator Network]

· If  FQDNs need to be resolved, corresponding IP address(es) at the DNS server(s)
· Configuration and software for the eNB at the EM(s)

	

	Begins when 
	The eNB is powered up.
	

	Step 1 (M)
	The eNB uses the default VLAN to start communicating on. [It is FFS what "default" means in this context.]
	

	Step 2 (M)
	The eNB acquires its IP address through stateful or stateless IP autoconfiguration. This may provide 0 or more DNS server addresses.
	

	Step 3 (M)
	The eNB acquires the IP address of the CA/RA server. The FQDN of the CA/RA server may be pre-configured in the eNB or the FQDN or IP address of the CA/RA server may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary.
	

	Step 4 (M)
	The eNB performs Certificate Enrolment.
	

	Step 5 (M)
	The eNB acquires the IP address of the OAM SeGW. The FQDN of the OAM SeGW may be pre-configured in the eNB or the FQDN or the IP address of the OAM SeGW may be provided by the IP Autoconfiguration Service. FQDNs are resolved through the DNS if necessary. 
	

	Step 6 (M)
	The eNB establishes a secure connection (tunnel) to the Security Gateway given by Step 5.

The eNB receives its (inner) IP autoconfiguration information (which may be the same as the outer IP address obtained in step2) and optionally the address of one or more DNS servers within the Secure Operator Network  from the Configuration Parameters of IKEv2 during tunnel establishment.
	

	Step 7 (M)
	The eNB acquires the IP address of the correct Element Manager [FFS: by issuing a DHCP request including the eNB’s vendor information or by resolving a FQDN including the eNB’s vendor information via DNS].
	Secure connection

	Step 8 (M)
	The eNB establishes a connection to the provided EM and acquires its configuration and software if any. 

The configuration may contain an address to another EM that this specific node shall use as EM.

The configuration may contain an address to another SeGW that should be used before connecting to the EM.

The eNB may then

- release the connection to the current EM and OAM SeGW and then restart (returning to step 1),

- release the connection to the current EM and OAM SeGW and then return to step 6,

- release the connection to the current EM and then repeat step 8, or

- continue with step 9.
	Secure connection

	Step 9 (M)
	The eNB establishes a connection to the Core Network(s) using the transport (VLAN ID, IP addresses) and security parameters provided in step 8.
	

	Ends when
	Ends when all mandatory steps identified above are successfully completed or when an exception occurs.
	

	Exceptions
	One of the steps identified above fails.
	

	Post Conditions
	One or more secure connections exist between the eNB and the Element Manager and the Core Network(s). Via the connection to the Element Manager the eNB can receive further instructions to become operational and carry user traffic, e.g. the administrativeState is set to “unlocked”.
	

	Traceability
	All requirements of clause 5.2 and 6.5.3 .
	


Table 6.4.3-1

Editor’s note: The CA/RA server itself may be protected by a SeGW.
Security aspects – e.g. prevention of unauthorized network access and of fake parameters supplied to the eNBs etc.  -have special importance. Security related sub-steps to establish secure connections are not shown in table 6.4.3-1. More security aspects are described in a specific chapter (see clause 4.3.3). 

	End of Modifications
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