3GPP TSG-SA5 (Telecom Management)
S5-101500r3
Meeting SA5#71, May 10-14 2010, Montreal, Canada
revision of S5-101318
Source:
Huawei 
Title:
Add energy saving policy management requirements 
Document for:
Discussion and Approval

Agenda Item:
6.10.3
1
Decision/action requested

Discuss and approve the addition of the energy saving policy related management requirements to draft TS 32.551.
2
References

[1] TS 32.551 “Energy Saving Management (ESM); Concepts and requirements”.
[2] TS 32.826 “Study on Energy Saving Management”.

3
Rationale

As discussed in Rel-9 email thread S5eOAM0270, management of energy saving policies is a major part of configuration management related to energy saving.  Although there is no explicit definition of energy saving policies in [2], it can be generally regarded as management information configured by the IRPManager over Itf-N to control the execution context of energy saving functionalities located in the IRPAgent and its underlying network elements, especially for hybrid ESM architecture.

A specification level requirement related to management of energy saving policies is determined by [2]: 

REQ_ESM_CON_007 The IRPManager shall be able to provide policies to network elements to support the execution of energy saving algorithms on these elements

No further description is made on what exact energy saving policies will be necessary for the IRPManager to provide. Generally, energy saving policies can be generated by network-level operational strategy. Planning data, geography information or historic PM statistics provide multiple sources to construct an energy saving policy. Keeping a top-down approach, energy saving policies can be determined in the following aspects to support the execution of energy saving algorithms in the elements.
· To indicate in which managed objects (sub-network, eNB or cell) energy saving functionality can be enabled, and in which ones it should not. Such enable/disable capability provides a global view of managed object roles in an energy saving scenario. For example, in eNB overlaid use case, energy saving functionality should be disabled for (large) cells to provide coverage backup and be enabled for (small) cells to increase the capacity of hot spots; In the capacity limited network, it is the IRPManager’s duty to determine which cells can be switched off for energy saving purpose and which cells shall execute compensation actions to the whole geography area. The former cells can be enabled to energy saving while the latter ones should not.    
· When energy saving functionality is enabled for a managed object, the IRPManager shall tell the IRPAgent in which time period the energy saving functionality for the managed object is valid. To keep minimized impact on the existing network performance and Quality of Service, energy saving functionality shall be executed in a time period with very low traffic load. When the traffic load is heavy, energy saving functionality should never be enabled and give way to normal service qualities. No matter in what energy saving use case, this is a basic principle to determine low load period in which energy saving functionality is valid.  

· When energy saving functionality is enabled, the IRPManager may also tell the IRPAgent what thresholds of traffic load are used by network elements to trigger energy saving procedures, such as energy saving activation/deactivation. Historic PM statistics of traffic load at the IRPManager level can provide a baseline reference for the network element to determine and adjust its own thresholds to trigger its energy saving algorithms. 
· When energy saving functionality is enabled, the IRPMAnager shall know which managed object instances would provide coverage backup when energy saving object instances have been switched off. The support of coverage backup is necessary for energy saving execution in which coverage hole must be avoided during energy saving actions. In eNB overlaid use case, there’s a fixed larger eNB or cell which always provides coverage backup of the whole area; in capacity limited network use case, there may be multiple dynamic overlapping eNBs or cells to provide coverage backup as a whole.

·  Policy of energy saving deactivation from fault state, especially for link loss fault. This kind of faults can have a direct impact on the execution of energy saving procedures. For example, in case a link loss fault is detected by the eNB which has entered energy saving state, such as “X2 link loss” fault in hybrid ESM architecture, the eNB shall be deactivated from energy saving state automatically without explicit command by its neighbours over X2 interface. How energy saving deactivation is executed when network faults occur will also be guided by the IRPManager.
Based on the above scenario description, it is proposed to discuss and approve the management requirements related to energy saving policies to draft 32.551 [1]. The detailed proposal is found in section 4. 

4 Detailed proposal
Text Proposal for TS 32.551
	1st Modified Section


X
Business level requirements

X.1
Requirements
	Identifier
	Definition
	Impact on Itf-N for ES-above-Itf-N architecture
	Impact on Itf-N  for ES-below-Itf-N architecture

	
	
	
	

	
	
	
	

	
	
	
	

	REQ-32.551-CON-XX4-1
	 
The IRPAgent should support a capability allowing the IRPManager to configure a cell traffic load threshold to be used for the decision if a network element goes into energy saving state. 
	No
	Yes

	REQ-32.551-CON-XX4-2
	The IRPAgent should support a capability allowing the IRPManager to configure a cell traffic load threshold to be used for the decision if a network element goes out of energy saving state.


	No
	Yes

	
	
	
	


	End of modifications




































































































































































