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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

For the purpose of management interface development, 3GPP has developed an interface concept known as Integration Reference Point (IRP) to promote the wider adoption of standardized management interfaces in telecommunication networks. 
The IRP concept and associated methodology employs protocol and technology neutral modelling methods as well as protocol specific solution sets to achieve its goals. 
The present document defines Itf-N product performance criteria. 

1
Scope

The present document provides the overall performance criteria for all Integration Reference Point (IRP) specifications produced by 3GPP. 
Relevant IRP overview and high-level definitions are provided in 3GPP TS 32.101 [1], 32.102 [2] and 32.150 [3].

2
References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TS 32.101: "Telecommunication Management, Principles and high level requirements".

[2]
3GPP TS 32.102: "Telecommunication management; Architecture".
[3] 
3GPP TS 32.150: "Telecommunication management; Integration Reference Point (IRP) Concept and definitions". 

[4]
3GPP TS 32.600 : " Telecommunication management; Configuration Management (CM);Concept and high-level requirements.
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the following terms and definitions apply:

IRP: see 3GPP TS 32.101 [1].
Managed Object (MO): see 3GPP TS 32.101 [1].
Managed Object Class (MOC): see 3GPP TS 32.101 [1].
Management Information Model (MIM): see 3GPP TS 32.101 [1].
Network Element (NE): see 3GPP TS 32.101 [1].
Network Resource (NR): see 3GPP TS 32.101 [1].
Network Resource Model (NRM): see 3GPP TS 32.101 [1].
Operations System (OS): see 3GPP TS 32.101 [1].
3.2
Abbreviations

For the purposes of the present document, the following abbreviations apply:

4
Requirements

The following general and high-level requirements apply for the present IRP:

A. IRP-related requirements in 3GPP TS 32.101 [1].

B. IRP-related requirements in 3GPP TS 32.102 [2].

C. IRP-related requirements in 3GPP TS 32.600 [4] 
Every Interface IRP on the Itf-N interface (e.g. Alarm IRP, Notification IRP, Basic CM IRP, Bulk CM IRP) is subject to a System Context as described as system contextA and contextB( 3GPP TS 32.150).An NE may be managed via System Context A or B. 
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Figure: System Context A
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Figure : System Context B
The following Itf-N performance criteria requirements apply to system context A. The value definition of the itf-N product performance criteria is outside the scope of this specifitation. The defiffernt test environment may have impact on the itf-N performance test result. Example of test environment impact see appendix informative information.
4.1
Criteria definition template

Following is the template used to describe the performance criteria contained in this subclause.

Performance criteria definition template
a) Concept and description
b) Data Type
c) Condition ( Test method)

4.2
Interface IRP Data consistency criteria
Data consistency criteria means the data provided by Itf-N shall keep consistent with the data stored in EM without repetition and error. This proposed criterion consists of three criteria, configuration data consistency, measurement data consistency and alarm data consistency. The defined criteria is only used to evaluate the Itf-N product performance not to identify the reason.
4.2.1
IOC instances configuration data consistency criterion
a) Configuration IOC instances data consistency criterion means all the configuration IOC instances data achieved from Itf-N by IRPManager (E.g. After one and only one configuration synchronization procedure if necessary) should keep consistent with the configuration IOC instances data stored in EM and or related NEs. The standardized NRM, vendor extension NRM are in the scope of the testing configuration data.
b) An real value.
c) Under the condition of  data collection. Compare the configuration IOC instances achieved from Itf-N with the corresponding IOC instances in EM and or related NEs.
IOC instances configuration data consistency=number of  tested consistency configuration IOC instances / number of all tested configuration IOC instances *100%
4.2.2 IOC attributes configuration data consistency criterion

a) Configuration IOC attributes data consistency criterion means all the configuration IOC attributes data achieved from Itf-N by IRPManager (E.g After one and only one configuration synchronization procedure if necessary) should keep consistent with the configuration IOC attributes data stored in EM and or related NEs. The standardized NRM attributes and VSContainer attributes are in the scope of the testing configuration data.
Note: Test result in LAB and live network maybe different. In live network, some attributes are dynamical. Tester need prepare appropriate test cases. 
b) An real value.

c) Under the condition of  data collection. Compare the configuration IOC attributes achieved from Itf-N with the corresponding IOC attributes  in EM and or related NEs.
4.2.2
Performance Measurement data consistency criterion

a) Performance measurement data consistency criterion means all the measurement data achieved from Itf-N by IRPManager should keep consistent with the corresponding measurement data (After calculation if necessary) stored in EM.
b) An real value.
c) Under the condition of  performance measurements data collection. Compare the performance measurements value achieved from Itf-N with the corresponding data in EM and or related NEs. Usually,tester needs check the performance measurement result from itf-N and compare the orginal corresponding performance measurements in EM database and or related NEs.
Performance data consistency=number of  consistency tested performance measurements / number of all tested performance measurements *100%.
4.2.3
Alarm data consistency criterion

a) Alarm data consistency criterion means all the alarm data achieved from Itf-N by IRPManager (After one alarm synchronization procedure if necessary) should keep consistent with the alarm data stored in EM.
b) An real value
c) Under the condition of  data collection. Compare the alarm data achieved from Itf-N with the alarm data stored in EM and or related NEs. Especially, tester shoud check the additional Information parameter defined in alarmIRP to guarantee the related vedor specific alarm type and specific alarm severity are conveyed and keep stable mapping rules to standardized alarm type and alarm severiy defined in 3GPP alarmIRP. Otherwise, those alarms shouldn’t be tested as unconsistency.
Alarm data consistency=number of tested consistency alarms/ number of all tested alarms *100%.
4.3
Interface IRP capacity criteria
4.3.1
Operation responding delay criterion

a) Operation responding delay criterion means the duration between IRPManager invoking an operation via Itf-N and IRPManager receiving response of that operation via Itf-N. The operation response delay shall as small as possible. The value of this criterion is based on the specific operation and the data scope involved.
b) An integer value(in milliseconds).
c) Invoke an operation via Itf-N,record the delay of receive the responding from Itf-N. Operation responding delay criterion=the time of the invoking an InterfaceIRP operation Itf-N-the time of the corresponding response from the Itf-N.
4.3.2
Alarm report delay criterion without filter
a) Alarm report delay criterion means the duration between alarm generation time in NE and alarm arriving time in IRPManager via Itf-N The delay for real-time alarm shall as small as possible. In normal case, the alarm report delay should be less than 10 seconds. IRPAgent is recommended to limit the alarm duration time in EM before it is sent out through Itf-N. The intention of this criteria is to test the alarmIRP performance with filter
b) An integer value(in milliseconds).

c) An alarm generated by NE and reported via Itf-N.Receive the alarm from Itf-N,record the time of  the responding ,and compare the alarm generated time in NE.Alarm report delay criterion= the time receiving alarm from  Itf-N-the alarm generated time in NE
4.3.3
Alarm report delay criterion with filter

d) Alarm report delay criterion means the duration between alarm generation time in NE and alarm arriving time in IRPManager via Itf-N The delay for real-time alarm shall as small as possible. In normal case, the alarm report delay should be less than 10 seconds. IRPAgent is recommended to limit the alarm duration time in EM before it is sent out through Itf-N. The filter seted in alamIRP in EM may have impact on the performance of alarmIRP. The intention of this criteria is to test the alarmIRP performance with filter
e) An integer value(in milliseconds).

f) Set alarm filter in alarmIRP. An alarm generated by NE and reported via Itf-N.Receive the alarm from Itf-N,record the time of  the responding ,and compare the alarm generated time in NE.Alarm report delay criterion= the time receiving alarm from  Itf-N-the alarm generated time in NE
4.3.4
Configuration data synchronization delay criteria without filter
a) Configuration data synchronization delay criterion means the maximum time delay for IRPManager to synchronize configuration data throughItf-N. The value of this criteria is based on the specific data scope involved. This intention of criteria is to test the interfaceIRP’s synchronization capability without filter. 
b) An integer value(in milliseconds).
c) Send a synchronization command without filter to NE and receive the synchronization configuration data via Itf-N, record the synchronizated procedure time.
4.3.5 Configuration data synchronization delay criteria with filter

d) Configuration data synchronization delay criterion means the maximum time delay for IRPManager to synchronize configuration data throughItf-N. The value of this criteria is based on the specific data scope involved. This intention of criteria is to test the interfaceIRP’s synchronization capability with filter. 
e) An integer value(in milliseconds).
f) Send a synchronization command with filter to IRPAgent and receive the synchronization configuration data via Itf-N, record the synchronizated procedure time.
4.3.6
Alarm data synchronization delay criterion without filter
a) Alarm data synchronization delay criterion means the maximum time delay for IRPManager to synchronize current alarm information through NBI. This intention of criteria is to test the alarmIRP’s synchronization capability without filter.
b) An integer value(in milliseconds)
c) Send an alarm synchronization command to IRPAgent and receive the synchronized alarm data via Itf-N, record the synchronization procedure time,
4.3.7
Alarm data synchronization delay criterion with filter

d) Alarm data synchronization delay criterion means the maximum time delay for IRPManager to synchronize current alarm information through NBI. This intention of criteria is to test the alarmIRP’s synchronization capability with filter.
e) An integer value(in milliseconds)
f) Send an alarm synchronization command with filter to IRPAgent and receive the synchronized alarm data via Itf-N, record the synchronization procedure time,
4.3.8
Performance measurement data collection delay criterion

a) Performance measurement data collection delay criterion means the duration between the demanded reporting time and actual time when IRPManager receives related performance measurement data via Itf-N.
b) An integer value(in milliseconds)
c) The time when the performance measurements should be received by IRPManager-the time when they are actually received by IRPManager.
4.4
Interface Reliability criteria
4.4.1
Fault recovery capacity criterion

a) Fault recovery capacity criterion means the capacity for Itf-N to renew lost data after fault (for example, the link between IRPManager and IRPAgent is broken) has recovered. 
b) Inapplicable

c) It is recommanded that Itf-N should provide complete and correct changed information of managed entities’ configuration data, new alarms and cleared alarms, generated measurements data during the occurrence period of the fault.
4.4.2
Mean fault recovery time criterion

a) Mean fault recovery time criterion means the mean value of Itf-N fault (The Itf-N is in unavailable state.) recovery time.
b) An integer value(in milliseconds)
c) Record the duration of each time the Itf-N is in unavailable state. Mean fault recovery time=(T1+T2+…+Tk)/k
4.4.3
Number of supported IRPManager
a) Number of supported IRPManager criterion means the maximum number of IRPManager that could access IRPAgent at the same time.
b) An integer value
c) It is required that the imlmented yyyIRP should have the capability to support multible IPPManagers access Itf-N at the same time..

4.4.4
Mean fault occurrence interval criterion

a) Mean fault occurrence interval criterion means the mean value of Itf-N fault occurrence intervals.
b) An integer value(in milliseconds).
c) Mean fault occurrence interval criterion shall be more than 90 days.
4.4.5
Error data tolerance ability criterion

a) Error data tolerance ability criterion is used to evaluate tolerance ability of Itf-N when it receive the illegal data from NMS. Itf-N should recognize the illegal data from NMS and give a report or notification. Itf-N should not cause the EMS fault because of the illegal data from NMS.

b) Inapplicable

c) Inapplicable
4.4.6
EPIRP stability criterion

d) This criterion test the EPIRP stability. When the number yyyIRPs information in EPIRP is changed, the EPIRP should be stable. 
e) Inapplicable

f) Dynymical install a new yyyIRP in IRPAgent, Check the EPIRP work status.
Appendix(informative)

Example of Test Environment
The diagram below illustrates the typical architecture of an NML to EML to NE architectural set up.
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Figure 1 :- Test Environment

The following considerations need to be factored into any test criteria.

These impacts are indetified by the the following points (note that there may be additional points which require adding):-

a) The NML to EML communications infrastructure, is it used solely for the NML-EML systems under test.
It is possible for this to be used for other purposes, e.g. LANs for additional operator terminals.
Possibly other OSSs and management systems sharing the communications infrastructure.
The impacts on the communications network may vary from time to time, depending upon the activities e.g.

· Re synchronization

· Data upload

· Data downloads

· Rate of alarms being reported.

· Operator activities.

b) The Communciations infrastructure may be supported by Bridges/routers, some of these may be provided with inbuilt security mechanisms, such as IPSEC, fire-walls, discriminating routers which perform functions based on particular addresses.
All of these have an impact on communciations performance throughput, i.e. different communications infrastructures will cause result differences.
 Hence the architecture of the communications infrastructure needs to be noted and its performance characterised.

c) The performacne of the communications infrastructure, at the time of and for the duration of the tests is also of concern.
Measurements would be invalid if there are a high number of rejected or re attempted PDUs. These errors can be encountered when for example a termination impedence on an ethernet cable is missing or incorrect. The effects may not be noticed when small number of data exchanges occurs with of small message length.
The actual "noral" loading of the network is also important as should the utilization of the communcations system, (which uses any form of CSM/CD (Carrier Sense Multiple Access/Collision Detect) mechanism) will experience an almost exponential delivery propagation time when the network load crosses more than 60% utilization. The effects are compounded when a loaded network, starts to experiences errors, which causes the re transmission of protocol data unites. This can cause the network to enter a point of instability.
d) The communications networks may also span long distances using optical or microwave links. The characteristics of these networks should also be considered, particularly if any aspect is supported by leased lines from 3rd parties.
Annex A (informative):
Change history
	Change history

	Date
	TSG #
	TSG Doc.
	CR
	Rev
	Subject/Comment
	Cat
	Old
	New

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	












































_1153753008.doc


Supported IRP(s)







Itf-N







NM







IRPManager







IRPAgent







EM







NEs












_1153753024.doc


Supported IRP(s)







NM







IRPManager







IRPAgent







NE







Itf-N












