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Performance alarms allow Network Operators to be quickly informed of significant PM-related events. Authorized users can set the thresholds for performance alarms, and define rulesets for violation event. These alert thresholds should tend to be lower than the SLA-specified in order to allow detection of performance degradations before they become service affecting. 

Performance alarms may be defined against any monitored object in the PM portfolio e.g UtranCell, GGSNFunction. An alarm trigger can be defined for a specific object class (e.g. a single cell), or for all instances of the same object class (e.g. all cells). The object class threshold acts as a default when no other threshold is defined. In case where both are defined, the object instance threshold has precedence. The trigger rules must allow the user to assign different severity levels (e.g. critical, major, minor) based on different threshold levels. The threshold direction may also be defined as increasing or decreasing, according to which crossing raises the performance alarm. 
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Figure 1: Examples of performance alarm for Cumulative Counter measurement type

All performance measurement types are available for thresholding. Which measurements types are available for a ruleset will depend on the object class to which the ruleset applies. 

The threshold value will be expressed in an independent way of the granularity period by using a rate instead of a value (e.g. number of events per minute). This means that any changes in the granularity period or the management of multiple granularity periods will have no impact on the threshold values.

Upon violation of these conditions the subscribed users shall be notified via the Alarm IRP of the degradation of the performance of the network allowing further root cause analysis at NM level. All parameters of the alarm notification as described in TS 32.111-2 can be used for performance alarms. This information shall be provided by the PM application as the user of the Alarm IRP, with respect to at least the event type, probable cause, perceived severity, and thresholdinfo, plus all other user supplied mandatory parameters of the alarm IRP. The source object of the performance alarm shall be the source object instance of the measurement that caused the alarm. 

Performance alarms may be distinguished from other alarms by the presence of the optional alarm attribute thresholdinfo that contains information pertinent to the context in which the performance alarm was triggered: measurement type, observed value(s) and threshold level (low, high).

If a performance alarm is triggered for a given object instance, the same alarm cannot be triggered again for that object instance until it has been cleared. The only exception to this rule is if severity of the performance alarm has increased.

Threshold crossings are evaluated as each performance report becomes available. For each measurement type, the current value is checked against the defined alarm threshold(s). If it is different from the previous alarm value, a new performance alarm or a clear alarm is raised. If multiple threshold levels are crossed within the same granularity period on a single object instance for the same measurement type, only the highest severity performance alarm is raised.

Once a performance alarm has been raised, it can be acknowledged /unacknowledged or annotated. Performance alarms may not be cleared manually, except by changing the threshold value. Any change on a threshold value will only be taken into account for the next granularity period.

In order to avoid repeatedly triggering defined alarm notifications around a particular threshold level, an hysteresis mechanism may also be provided by defining threshold levels in pairs (high levels and low levels), and within the range of these two threshold levels (i.e. the hysteresis interval) no notifications are triggered. 

As described above, a gauge measurement type may have a set of threshold levels associated with alarm notifications. Each member in this set consists of two submembers (a notifyHigh value and a notifyLow value). A notifyHigh's threshold value shall be greater than or equal to the notifyLow's threshold value.

A notification that a notifyHigh level has been reached is generated whenever the gauge value reaches or crosses above the notifyHigh level in a positive direction. A subsequent similar crossing of the notifyHigh level does not generate a further alarm notification until after the gauge value is equal to or less than the corresponding notifyLow value.

Similarly, a notification that a notifyLow level has been reached is generated whenever the gauge value reaches or crosses below the notifyLow level in a negative direction. A subsequent similar crossing of the notifyLow level does not generate a further notification until after the gauge value is equal to or greater than the corresponding notifyHigh value.

For each pair of notifyHigh and notifyLow threshold levels, one of them shall generate an alarm notification, and the other shall generate an alarm clear notification. This means that the alarm clear notification may be generated either at the notifyHigh value or at the notifyLow value. The alarm notification shall always be generated before the alarm clear notification.
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Figure 2: Examples of performance alarm for Gauge measurement type
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