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Document Summary:
This document proposes changes to the section stated above. If the proposed changes are agreed, Ericsson will submit a corresponding CR to SA5 meeting #12.

Section 4.1.2 was changed in the second FM ad hoc meeting in Milan, see proposal in Tdoc S5-000052. Much progress was made during that meeting; it is our opinion that the agreed text for the section 4.1.2 doesn’t cover all requirements mutually understood. In the old text there were some requirements that aren’t covered by the new text. For example, the following requirements were lost:

· The system shall, as far as applicable, indicate all effects of the fault by an appropriate number of hardware/software/function/load related alarms, 

· …and an indication of the correlation between these alarms (i.e. they are all caused by the same fault) shall be included in each of the alarms.     

The present text in section 4.1.2 is stating that ‘one single fault shall always be indicated as one single alarm’. We think that it has to be further investigated how the present method described in 4.1.2 in a secure way can fulfil the two requirements listed above. We also think that there can be some problems concerning alarm synchronisation, some kind of “state change notification synchronisation” can be necessary. Due to lack of time for the specification of release 99 we propose a change that covers all requirements in the old text of 4.1.2 and also includes the method described in the present text.




Specification(s) involved:
TS 32.111 3G Fault Management  







4.1.2
Generation of alarms

For each detected fault, appropriate alarms shall be generated by the faulty network entity, regardless of whether it is a steady or unsteady fault.  Such alarms shall contain all the information provided by the fault detection process as described in subsection 4.1.1 above.

In order to ease the fault localisation and repair, the faulty network entity should generate for each single fault, one single alarm, also in the case where a single fault causes a degradation of the operational capabilities of more than one physical or logical resource within the network entity.  An example of this is a hardware fault which affects not only a physical resource but also degrades the logical resource(s) that this hardware supports.  In this case the network entity shall generate one single alarm for the faulty resource (i.e. the resource which needs to be repaired) and a number of events related to state management (cf. Subsection 4.2) for all the physical/logical resources affected by the fault, including the faulty one itself.

In case a network entity is not able to recognise that a single fault manifests itself in different ways, the single fault is detected as multiple faults and originates multiple alarms.  In this case however, when the fault is repaired the network entity must be able to detect the repair of all the multiple faults and clear the related multiple alarms. 

When a fault occurs on the connection media between two NEs or between a NE and an OS, and affects the communication capability between such NE/OS, each affected NE/OS will detect the fault as described in subsection 4.1.1 and generate its own associated communication alarm  toward the managing OS.  In this case it is the responsibility of the OS to correlate alarms received from different NEs/OSs and localise the fault in the best possible way.

Within each NE, all alarms generated by that NE shall be input into a list of active alarms.  The NEs must be able to provide such a list of active alarms to the OS when requested.

……………………………………………

More than one alarm may be generated by an NE as a consequence of a fault, since a single fault may create problems in more than one physical or logical resource within the network element.  An example of this is a hardware fault, which affects not only a physical resource but also, degrades the logical resource(s) that this hardware supports. The system shall, as far as applicable, indicate all effects of the fault by an appropriate number of hardware/software/function/load related alarms, and an indication of the correlation between these alarms (i.e. they are all caused by the same fault) shall be included in each of the alarms.  On the other hand, only the number of alarms necessary to notify the system operator of all vital effects of the fault on physical and/or logical resources shall be generated, in order to avoid excessive numbers of alarms. 

In order to reduce the number of emitted alarms the faulty network entity can choose to generate only one single alarm for each single fault, also in the case where a single fault causes a degradation of more than one physical or logical resource within the network entity. In this case the network entity shall generate one single alarm for the faulty resource (i.e. the resource which needs to be repaired) and a number of state change notifications (cf. Subsection 4.2) for all the physical/logical resources affected by the fault, including the faulty one itself. As for the alternative described in the previous paragraph the network entity shall, as far as applicable, indicate all effects of the fault. An indication of the correlation between the event notifications shall be included in each of the concerned event notifications. 
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