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3
Rationale

The contribution suggests a problem statement for the scenario when identical MLB algorithms based on the Composite Available Capacity (CAC), however with different configuration parameters, are running at two neighbour eNBs.
4
Detailed proposal

	1st modified section


4.2.1.x
Alignment of behaviour of D-MLB instances, CAC case

4.2.1.x.1
Problem statement
In the TS 36.423, 9.2.45, the Composite Available Capacity (CAC) is defined as combination of Cell Capacity Class Value and Capacity Value specifed further in 9.2.46/47. 
Proprietary CAC computation algorithms implemented by different vendors may be significantly different. 
For example, as one possible CAC computation method, the Capacity Value B towards certain neighbor eNB may be computed as a function of the parameters G, N, M as denoted in the Figure 4.2.1.x.1-1 which is a snapshot of eNB capacity utilization.
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Figure 4.2.1.x.1-1. Example of CAC computation algorithm 

A possible scenario considers two neighbor cells serviced by eNB1 and eNB2 possibly produced by different vendors, with different CAC computation algorithms or at least with different margins M. In case when eNB1 cell is overloaded while the eNB2 cell load is not that significant, there is potential to relief overload in the eNB1 cell by offload to eNB2. However it can happen that the eNB2 shows CAC = 0 simply because it keeps its margin M larger than may be really desired by the operator in this particular deployment. Then the MLB algorithm at the eNB1 will not initiate offload to the eNB2.  

This example shows that existing specifications of CAC-based MLB [3] do not assure sufficient level of control over the MLB operations. 

	End of modified sections
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