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1
Decision/action requested

Discuss and approve on the text proposal.
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Rationale

At the SA5 Beijing meeting, contributions S5-154152 [3] stared the NRM discussion needed to support VNF lifecycle management. However, there was no consensus yet. Therefore, this paper tries to discuss the differences between non-virtualized networks and virtualized networks from the network deployment perspective. The intention is to identify impacts to the NRM to support VNF lifecycle management. 
The following table outlines the differences of NE deployment, including physical hardware and software, for non-virtualized networks and virtualized networks. 
	
	Non-virtualized networks
	Virtualized networks

	Physical

Hardware
	PNF hardware is installed, but not started yet.
	Nothing exist.

	
	
	Executing On-board VNF package that may include [1]:

1. License terms information

2. Software image(s)
3. Resource requirements.

4. Deployment policies.

NFVO uploads the VM images that are uploaded to VIM image repository, but, it is still not clear where the VNF will be implemented yet.

	Network elements
	A NE is started, and the managed objects (e.g. IOC ManagedElement, MMEFunction … etc) representing the NE are created, and introduced to the NM.
	Executing VNF instantiation that includes: [2]:

1. NFVO requests VIM to allocate the resources (compute, storage and network) needed for the various VDUs of the VNF instance.

2. VIM allocates 1) the internal connectivity network, 2) the needed compute (VMs), 3) storage resources, and attaches the instantiated VMs to internal connectivity network.

3. The VIM creates and starts the VMs and relevant networking resources.

4. VNF Manager notifies successful VNF instantiation back to the EM.

5. EM configures the VNF with application specific parameters.
The resources of compute, storage, and networking are allocated, the managed objects are created, and configured, and the VNF is started. 


From the above table, it seems that the hardware resources required by the VNF are allocated during the VNF instantiation; therefore, the managed objects (e.g. IOC ManagedElement, MMEFunction … etc) can be created after the VNF instantiation.
Contributon S5-153154 [4] describes that VNF package on-bording is essential to the VNF lifecycle manament in many ways.

· Before VNF instantiation, it has to find whether the VNF package is already on-boarded. If the VNF package does not exist, then it has to on-board and enable the VNF package.

· The VNF package can be disabled after being on-boarded. So, it has to check whether the VNF package is enabled before VNF instantiation.

· VNF packages include software version, resource requirements, and deployment policy. Therefore, it may need to know how many VNF packages are available, and their characteristics before choosing a VNF package for instantiation.

Therefore, an IOC representing VNF package is necessary for VNF lifecycle management. However, it has to take consideration on how the IOC, representing the VNF package, is to be created.
The following lists the possible solutions for VNF package IOC creation.
1) Reuse the EPC NRM (see TS 28.708 [5])

The VNF package is represented by the IOC ManagedElement that will be created after the VNF package on –boarding. 
Pros:

· It fulfils the Requirement REQ-NFVM_VN-CM-CON-1 emphasizes that CM capabilities defined in TS 28.70x should be reused as much as possible to support the VNF configuration management.
· IOC ManagedElement, MMEFunction can be reused with minor changes to support VNF lifecycle management.
Cons: 
· IOC ManagedElement needs to be created before the existence of VNF instance. It is different from the existing procedure in the creation of IOC ManagedElement, MMEFunction.
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Figure 1: EPC NRM Containment/Naming Relationships
2) Create a new IOC VnfPackage to represent the VNF package 
IOC VnfPackage contain all attributes associated with the VNF package, and will be created after VNF package on-boarding.
Pros:

· The freedom to define the new IOC specifically for supporting the VNF lifecycle management.

· Add new IOC VMMEFunction, VEPDGFunction … to represent VNF.
Cons: 
· Cause major impacts to the EPC NRM.

· No IOC ManagedElement to represent the telecommunications equipment or TMN entities within the telecommunications network.
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IOC VnfPackage can be contained under IOC ManagedElement that is to address above issue where there is no IOC ManagedElement. 
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4
Detailed proposal
The group is asked to discuss and agree with one of the options described above.
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