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Decision/action requested

Discuss and approve on the text proposal.
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3
Rationale

This contribution proposes the detailed procedure of configuration management that are related to VNF lifecycle management [1].

The proposal is to include these CM procedures intoTR 32.842 [2].

4
Detailed proposal
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7
Potential solutions
7.3
Management procedures
7.3.x
Configuration management with VNF instantiation  procedure
This clause shows the procedure of configuration management functions – Create a Managed Object instance and Modify the attributes of a Managed Object instance(s) – involved during the VNF instantiation.
Note: it is assumed the VNF to be instantiated is a virtualized PGW.
1.
NM sends On-board VNF package to NFVO (see step 1 in clause B2.1 [2]).

2.
NFVO executes “On-board VNF package” flow to enable VIM to upload the VNF software images(s) to NFVI (see steps 2 - 5 in clause B2.1 [2]).

3.
When the VNF package is on-boarded, NFVO sends an acknowledgement of On-board VNF package to NM (see step 6 in clause B2.1 [2]).

4.
NM the following steps:

a.
Create <<IOC>> ManagedElement.

b.
Modify the attribute userDefinedState to ”Enabled” State.

c.
Modify the attribute managedElementType to the application - PGW. 

5.
NM requests NFVO to instantiate a VNF instance (see step 1, in clause B.3.1.2 [2]).

6. NFVO instantiates the VNF instance by requesting VIM to create and start the VM(s) and relevant networking resources (see step 2 - 12, in clause B.3.1.2 [2]).

7. VNFM sends a notification of successful VNF instantiation to EM (see step 13, in clause B.3.1.2 [2]).

7.1 EM creates <<IOC>> PGWFunction that is name-contained under ManagedElement, and modifies its attributes.
7.2 EM notifies NM about the changes of managed objects.
8. VNFM sends an acknowledgement of successful VNF instantiation to NFVO (see step 15, in clause B.3.1.2 [2])

8.1 NFVO acknowledges the completion of the VNF instantiation to NM (see step 16 in clause B.3.1.2 [2]).
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Figure7.3.x-1: Configuration management with VNF instantiation procedure
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7.3.y
Configuration management with VNF termination procedure
This clause shows the procedure of configuration management functions – Modify the attributes of a Managed Object instance(s) – involved during the VNF termination.
1. NM requests EM to decommission VNF services that are provided on the VNF to be terminated.
2. EM gracefully decommissions VNF services, if VNF is providing services.

3. EM acknowledges the decommissioning of VNF services.
4. NM sends a request to NFVO to terminate a VNF instance (see step 1 in B.5 [2]).
5. NFVO requests VNFM to terminate the VNF instance, and VIM to delete the compute (VMs), storage and networking resources used by various VDUs of the VNF instance (see steps 2 – 9 in B.5 [2]).
6. NFVO acknowledges the completion of the VNF termination to NM (see step 10 in B.5 [2]).
7. NM requests EM to delete <<IOC>> ServingGwFunction.
Note: it is assumed the VNF to be terminated is a virtualized SGW.
8. NM sends Disable VNF package to NFVO (see step 1 in B.2.2 [2]).

9. NFVO marks the VNF package disabled at the CATALOG (see step 2 in B.2.2 [2]).

10. NFVO sends an acknowledgement of VNF disable package to NM (see step 3 in B.2.2 [2]).

11. NM sends Delete VNF package to NFVO (see step 1 in B.2.6 [2]).
12. NFVO executes “Delete VNF package” flow to remove the VNF package at CATALOG, and enable VIM to delete the VNF software images(s) to NFVI (see steps 2 - 6 in clause B2.6 [2]).
13. NFVO acknowledges the deletion of VNF package (see steps 7 in clause B2.6 [2]).

14. NM requests EM to delete <<IOC>> ManagedElement.
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Figure7.3.y-1: Configuration management with VNF termination procedure
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7.3.z
Configuration management with VNF scaling procedure
This clause shows the procedure of configuration management functions – Modify the attributes of a Managed Object instance(s) – involved during the VNF scaling.
1.
EM requests VNFM for the VNF scaling (see steps 1-2 in B.4.4.2 [3]). 

2.
VNFM works with NFVO to enable VIM to create and start the VMs and the relevant networking resources as instructed by the scaling request (see steps 3 - 10 in B.4.4.2 [3]).

3.
VNFM notifies EM that an existing VNF has updated capacity (see step 11 in B.4.4.2 [3]).

4.
EM modifies <<IOC>> ServingGwFunction to reflect the updated capacity in the VNF.
Note: it is assumed the VNF to be scaled is a virtualized SGW.
5.
EM notifies NM about the managed object change.
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Figure7.3.z-1: Configuration management with VNF scaling procedure
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