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7
N interface

7.1 Configuration Management (CM) principles

According to the IRP concept, the Itf-N based on different type of protocols (CMIP, CORBA etc.) is, however, an object oriented interface, i.e. all resources of the 3G network (functional and physical resources) are represented as Managed Object Instances (MOI).

The whole configuration of a telecommunication network is represented over the object oriented N interface by means of a MIB (Management Information Base), containing the information about all MO really instantiated and their attribute values in accordance with the Information Model of Itf-N.

!!!!!!!!!!!!!!!!!!!!!!!!!!!! THE NEXT 3 PARAGRAPHS MAY BE MOVED TO PREVIOUS CHAPTERS OF 32.106

The Configuration Management consists of a set of operations that allow the creation/deletion of MOI and the getting/changing of the value of the attributes of the MOI.

The rules that govern the Configuration Management are described within the Information Model, which contains the rigorous definition of the Managed Object Classes (MOC) that can be created/changed/deleted. For each MOC, the Information Model defines the Attributes, the Notifications that the MOC can originate and the Operations that the MOC can execute. The addressing scheme of the MOI is described by the Management Information Tree (MIT).

The MOCs of the Information Model, are in general distinguished in two categories: the functional-related MOCs (representing the operational, manufacturer-independent aspects of the network), and the equipment-related MOCs (representing the implementation- or vendor-specific network resources).

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

Taking into account the required multi-vendor capability of the Intf-N, the related Information Model may contain only functional object classes which should provide to the operator the means for an efficient management on the network management level. Nevertheless, for the practical management of the network, also some manufacturer-specific equipment information must be presented to the NM operator (e.g. for the purpose of fault management). To fulfil this requirement, some generic functional object classes (which model the whole hardware of a network entity) are needed, which provides, e.g. by means of dedicated attributes, the required manufacturer-specific information towards the superior NM.

The definition of the Information Model for the Intf-N (connecting the NM with a "subordinate entity", which may be an EM or a NE) is described in a dedicated document.

This chapter describes the specific functional requirements related to Configuration Management on the Intf-N, which may be classified in two main groups:

· Passive CM (configuration overview), which mainly provides to the NM real-time information about the current configuration changes and allows a synchronisation of configuration-related data on NM request.

The forwarding of these notifications is controlled by the NM operator using adequate filtering mechanisms within the subordinate entities. The N interface provides also means to allow the NM operator the storage ("logging") and the later retrieval of desired information within the subordinate entities.

· Active CM, which offers to the NM operator a real capability to change the current network configuration.

7.2 "Passive" Configuration Management

7.2.1 Real-time forwarding of CM-related reports

During normal operation the NM is permanently informed by the controlled subordinate entities about all network configuration changes, in accordance with the Information Models applied on the N interface. For this purpose the following CM-related event reports with regard to the ITU-T X.721, X.730 and X.731 standards are forwarded to the NM:

· Object creation

· Object deletion

· Attribute value change

· State change.

The real-time forwarding of these event reports occurs via appropriate filtering mechanisms ("discriminators" on CMIP interfaces, “subscription” on CORBA interfaces) located in the subordinate entity in accordance with ITU-T X.734. These filters may be controlled (i.e. created, modified and eventually deleted) locally in the subordinate entities or remotely by the NM (via the N interface) in order to ensure that only the event reports which fulfil pre-defined criteria can reach the superior NM. In a multi-manager environment each NM shall have its own filtering mechanism within every subordinate entity which may generate CM-related notifications.

7.2.2 Logging and retrieval of CM-related event reports

The CM-related event reports may be stored in the subordinate entities as "history information" in dependence on the NM requirements. The NM shall be able to create within the subordinate entities, via the N interface, logs for CM-related event reports and to define the filtering criteria for the storage of information, according to ITU-T X.735.

The NM shall be able to define, to retrieve and to modify the filtering criteria currently applied for the logging of the event reports on the subordinate entities.
The retrieval of stored information is possible from the NM in two different ways:

· via a read command for the log records 

· via bulk data transfer, using standardised file transfer procedures.

In both cases it shall be possible to apply an appropriate filtering to retrieve only the desired information (to be verified)

Concerning the retrieval capability of the log records, the following criteria are supported:


-
the specific log record MOC


-
logging time


-
the managed object class emitting the event


-
the managed object instance emitting the event


-
the event type


-
the event time.

7.2.3 Synchronisation of CM-related information on NM request

As long as the network is in operation and faulty free, the update of the CM-related information on NM level is permanently ensured by the real-time forwarding of concerned reports as described in chapter 7.2.1. In case of faults (either on the NM or in a subordinate entity or on the communication link) it is possible that some CM-related event reports are lost, therefore the CM-related information on the NM becomes not aligned with the real configuration of the network. In this case a synchronisation process is necessary to align the CM-related information of the NM with the configuration information of the subordinate entities.

The synchronisation ("alignment") between the NM and one or more of its subordinate entities can be triggered at any time by the NM.

The synchronisation may be performed in three ways:

· via a read command with appropriate filtering, under the full control of the NM

· as an ordered sequence of CM-related event reports, containing information necessary to rebuild the real MIB present on the subordinate entity

· via standardised bulk data transfer procedures, used to transfer the real MIB present on the subordinate entity.

7.3 "Active" Configuration Management

The NM shall support the operator to perform configuration changes of the managed network, according to the Information Models defined for the N-interface. There are two ways to change the network configuration:

· Via real-time configuration commands for immediate execution

This alternative provides to the NM operator the means for:

· creation of new instances

· setting of attributes of already available instances

· deletion of instances.

The response of the subordinate entity shall reflect whether the NM request has been successfully performed or not, thus the NM is able to maintain a permanently updated information about the network configuration.

· Via pre-defined, manufacturer-specific script files stored on NM

In case of big configuration changes, pre-defined script files concerning dedicated CM-related activities, may be delivered by manufacturers and stored on NM. These script files contain configuration commands in a manufacturer-specific syntax, which may be transferred (using standardised file transfer procedures or by means of composed messages containing the concatenated commands) and subsequently executed in a subordinate entity.

There is no need for the NM operator to be aware about the syntax used in the script commands, only the current script parameters must be set for every NM request.

The Itf-N support this script execution procedure, which consists not only of the transfer of the script file, but additionally of the NM capability to specify parameters for a scheduled (and eventually repeated) execution and - if needed - to abort an already scheduled script execution.

After each script processing the subordinate entity stores all command responses in a results file (unambiguously correlated with a previous NM request) and informs subsequently the superior NM about the availability of the results. For a more comfortable solution the identification of object instances within the command requests and command results may use also symbolic names with a network-wide meaning.
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