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Background
At RAN#73, a WI QoE Measurement Collection was approved [1]. In the RAN2 LS [2], RAN2 mentioned the latest progresses on SI/WI work on QoE Measurement Collectio.
After two RAN2 meetings, there were some progresses on solutions, so RAN2 agreed a LS [3] to SA4 (also to RAN3, SA5 and CT1) with informing the RAN2 agreements. In addition, there is an action to SA4 regarding the maximum size of the containers.
In this contribution, we provide our analysis as per RAN2 LS request.

Problem Description
Here we copy the context of the LS [3] as below.

	At RAN2#95b and RAN2#96 meetings, RAN2 discussed the WI QoE Measurement Collection for streaming services and RAN2 has made the following agreements:
· RAN2 agreed to apply QMC (QoE Measurement Collection) solutions only in CELL_DCH state;
· RAN2 agreed that both signalling based QMC initiation and management based QMC initiation are allowed, from RAN2 point of view;
· RAN2 agreed to introduce container for QoE configuration and reporting, the content/format of the container is referred to SA4 definition (i.e. TS 26.247); the container is a generic one which could be named as Non-Access Statum Container for data configuration and data reporting separately, detailed naming could be revisited during stage 3 CR discussion phase;
· It is RAN2’s common understanding for the moment that the maximum size of the reporting container is 60, 000 bytes and the maximum size of the configuration container is 6,000 bytes, RAN2 agree to take such size as a tentative working assumption;
· RAN2 agreed to use measurement control and measurement report message to carry the container for the purpose of QoE configuration and reporting; we could continue to think and investigate the feasibility of using direct transfer message;
· RAN2 agreed to introduce new UE capability of supporting the QoE Measurement Collection for Streaming.



In our understanding, the highlighted parts are related to SA4 evaluation. Basically the whole procedure of QoE configuration/reporting can be found in the paper [4].
In addition, RAN2 also discussed the maximum sizes of QoE configuration container and QoE reporting container. The analysis can be found in Annex part in this paper (the same as shown in the paper [4]).

In the LS [3], the action to SA4 is shown as below:
	To TSG SA4:
RAN2 kindly asks SA4 to consider and check the maximum size of the containers (i.e. configuration container and reporting container).



During the discussion at RAN2#96 (Nov 2016), some companies thought that the calculation/discussion on the maximum size could be allowed in RAN2, but it needed to involve SA4 because SA4 owns the spec TS 26.247 (i.e. QoE metrics, formats, and so on). As a result, RAN2 made a common understanding and let SA4 to do the further check and the numbers.

Here are some of our opinions from SA4 point of view:
· Firstly, as shown in our RAN2 paper [4], the calculation is not very accurate because we do not consider the practical logs in real world. However, we do believe that these numbers are not conservative and there are a considerable margin
· Secondly, as commented by some companies in RAN2, both 6, 000 bytes and 60, 000 bytes may be large enough. In UMTS, in order to send an uplink packet with a size of 60, 000 bytes, there may need a lot of segments so that the latency may not be short. In LTE, the situation may be better as there are higher spectrum efficiency
· So we think that RAN2 agreed numbers are a compromise between the usage/future proof and uplink data transmission impact, so it should be acceptable by SA4. In other words, if the numbers are too small, if there are is quite a lot of data to be transmitted by the UE, the UE may need to trigger a lot of uplink Measurement Report messages; if the numbers are too large, the transmission latency will be long
· In addition, both numbers (i.e. 6, 000 bytes and 60, 000 bytes) are the maximum ones, and the sender could decide to select a smaller value by its implementation. For example, from UE point of view, if it wants to minimize the uplink data transmission impact (i.e. to transmit uplink data with a relatively small PDU), it could decide to use a small value as an example of 6, 000 bytes.


Proposal
Based on the analysis above, we ask SA4 to confirm RAN2’s common understanding on the maximum sizes of QoE configuration and reporting containers. If it is agreeable, we also ask SA4 to consider sending a response LS (to RAN2, cc RAN3, SA4, CT1).
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Annex – Analysis on container size in R2-168022
Since the QoE configuration and QoE report are referenced in TS 26.247, it is suggested to be designed as an Octet string and here is an example in current TS 25.331.
	>>>REF_IR
	MP
	
	Octet string (1..3000)
	The RTP IR header (see section 5.7.7 of IETF RFC3095 for detailed format) corresponding to the last correctly decompressed header.
	REL-5



According to proposal 2, there are two containers. For "QoE configuration", we have some calculations as below:
· As stated in Table 32 in Annex 5.2, there are the following elements: @metrics, Range (@starttime, @duration) and Reporting. For @metrics and Range, an example of XML format is provided in Table 33 in Annex 5.2, so the maximum size is assumed to be 2, 000 bytes (each character occupies 1 byte if following ASCII coding). For Reporting, an example of XML format is provided in table 35 in Annex 5.3, so the maximum size is assumed to be 3, 000 bytes (each character occupies 1 byte if following ASCII coding).
· In total, the maximum size of "QoE configuration" is assumed to be 5, 000 bytes. It may be good to have a margin as 20% so the maximum size could be 6, 000 bytes.

For "QoE report", we have some calculations as below:
· Firstly, based on observation 4, there are at least 11 QoE metrics that need to be considered. Secondly, according to SA4 TS 26.247, it is specified that "QoE reporting is optional, but if a 3GP-DASH client reports DASH metrics, it shall report all requested metrics. ". So here we consider to calculation the size of "QoE report" by including all SA4 defined QoE metrics
· An example of XML format is provided in table 10.6.2 in Annex 5.4, the size of this XML format is around 8200 bytes and it is noted that the contents for most of elements are blank. For some elements, the type is integer so that size may be small; but for some other elements, the type is string or even complex type so that size may be large. Here is an rough calculation:
	10.4	Quality Metrics for DASH in TS 26.247

	Metrics
	Assumed Maximum size (in byte)
	Reason

	List of HTTP Request/Response Transactions (Section 10.2.2)
	10, 000
	Complex type and lots of elements

	List of of Representation Switch Events (Section 10.2.3)
	10, 000
	Complex type

	Average Throughput (Section 10.2.4)
	1, 000
	The elements are not complex, e.g. dateTime, interger

	Initial Playout Delay (Section 10.2.5)
	100
	The element is simple

	Buffer Level (Section 10.2.6)
	1, 000
	The elements are not complex, e.g. dateTime, integer

	Play List (Section 10.2.7)
	10, 000
	Complex type and lots of elements

	MPD Information (Section 10.2.8)
	10, 000
	Complex type and lots of elements



· In total, the maximum size of "QoE report" is assumed to be 50, 000 bytes (8200 + sum in the above table). It may be good to have a margin as 20% so that maximum size could be 60, 000 bytes.

Proposal 3: The size of container "QoE configuration" is suggested to be a range (1 to 6, 000 bytes).
Proposal 4: The size of container "QoE report" is suggested to be a range (1 to 60, 000 bytes).

Regarding proposal 3 and 4, if the actual size is larger than the defined maximum size, the sender could solve the issue. For example, if the O&M generates a QoE configuration with the size of 8, 000 bytes, the O&M could send two QoE configurations (6, 000 + 2, 000) to the RNC, and then the RNC could send the two QoE configurations to the UE in two RRC messages. The other alternative is that the O&M could try to limit the size of QoE configuration in order to fit the defined maximum size, e.g. to discard some elements with lower priority.
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