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A.2.4
MSMTSI Offer and Answer Using Codec Simulcast

Below is an example SDP offer/answer fragment for an MSMTSI UE and an MSMTSI MRF implementing codec simulcast functionality, as described by clause 6.17. Note that this is just an SDP fragment, highlighting the most important parts related to the needed functionality in bold text, for readability.

SDP lines specifically interesting to this example are highlighted in bold, which would not be the case in an actual SDP. Any video media beyond the main video, audio, and BFCP are omitted from the example, for brevity.
Table A.11: Multi-codec Offer to Multi-stream Capable Conference

	SDP Offer from MSMTSI UE

	m=video 49152 RTP/AVPF 96 97
b=AS:1060

b=RS:0

b=RR:2500

a=rtpmap:96 H264/90000

a=fmtp:96 packetization-mode=1; profile-level-id=42e01f; \

   sprop-parameter-sets=Z0KADZWgUH6Af1A=,aM46gA==

a=rtpmap:97 H265/90000

a=fmtp:98 profile-id=1; level-id=93; \

   sprop-vps=QAEMAf//AWAAAAMAgAAAAwAAAwBdLAUg; \

   sprop-sps=QgEBAWAAAAMAgAAAAwAAAwBdoAKAgC0WUuS0i9AHcIBB; \

   sprop-pps=RAHAcYDZIA==

a=imageattr:96 send [x=1280,y=720] [x=848,y=480] [x=640,y=360] [x=320,y=240] recv [x=1280,y=720,q=0.6] [x=848,y=480] [x=640,y=360] [x=320,y=240]

a=imageattr:97 send [x=1280,y=720] [x=848,y=480] [x=640,y=360] [x=320,y=240] recv [x=1280,y=720,q=0.6] [x=848,y=480] [x=640,y=360] [x=320,y=240]

a=sendrecv

a=rid:1 pt=96

a=rid:2 pt=97

a=simulcast: send 1,2 recv 1;2

a=content:main

a=rtcp-rsize

a=rtcp-fb:* trr-int 5000

a=rtcp-fb:* nack

a=rtcp-fb:* nack pli

a=rtcp-fb:* ccm fir

a=rtcp-fb:* ccm tmmbr

a=rtcp-fb:* ccm pause nowait

a=extmap:4 urn:3gpp:video-orientation


The "m=" line in the offer in combination with the "a=sendrecv" line offers to send and receive two different codec formats. The "a=simulcast" line in the offer references both of those codec formats indirectly via the rid-to-payload type mapping on the "a=rid" line [44] (see also Annex X.2). The "a=simulcast" line offers to send two simulcast RTP streams, one stream for each offered codec format. It also offers to receive a single RTP stream with either one of those same two codecs. The "b=" line in the offer describes the maximum acceptable bandwidth for the single RTP stream in the receive direction.
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Annex X:
Technical Background

X.1
General

This annex provides additional clarifying text and motivations for technical choices made in the solutions described by this technical report. Such detailed discussion may be hard to find a suitable place for within the use cases or proposed solutions (clause 6) and could also make the use case or solution text harder to read. This annex enables using a reference instead.
X.2
Simulcast Stream Identification
X.2.1
General
The way to specify simulcast in SDP [12] mandatorily references an identification method of simulcast RTP streams called "RtpStreamId" [44]. The reasons for this may not be obvious in those specifications and are therefore elaborated here.

Simulcast is defined as simultaneously sending multiple different representations of the same media source (content), for example by using different codecs. Other differences in representation, identified in [12] as applicable for simulcast purposes are, for example, sampling (spatial and/or temporal) and bandwidth. SDP aspects of those differences in representation are discussed in subsequent clauses.

IETF RFC 7656 [45] describes that an "m=" line in SDP should typically represent a single media source. Therefore, simulcast is typically localized semantically to a single "m=" line.
The "a=rid" line defines the simulcast identification in SDP and the corresponding RtpStreamId identifier is also present in the RTP stream itself, as described by [44]. RtpStreamId is an RTCP SDES item that is included in RTCP sender reports and can, if needed, also be included in RTP packets as an RTP SDES header extension. Use of RTP header extensions can be negotiated separately via the "a=extmap" SDP attribute.
X.2.2
Codec Identification in SDP
The codec format used by a certain RTP stream is specified in SDP by the "format" tags listed last on the "m=" line, which for RTP streams is mapped 1:1 to RTP payload types in the RTP header by including corresponding "a=rtpmap:<payload type> <codec tag>/<sampling rate>/<parameters>" lines under the "m=" line. The <codec tag> identifies the codec. Codecs are often flexible enough to allow some configuration. Codec configuration parameters are typically defined in a separate RTP payload format specification for that codec and can be tied to an RTP payload type by using corresponding "a=fmtp" lines under the "m=" line. Some other, codec-agnostic properties can also be tied to an RTP payload type through various "a=" lines, if their definition allows a reference to the SDP format. This suggests that it could be viable to use an RTP payload type to identify a simulcast RTP stream.
X.2.3
Sampling Identification in SDP

Sampling generally refers to the procedure to convert a continuous signal to a number of discrete samples. All media handled by SDP and RTP is digital and thus sampled in both spatial (room) and temporal (time) domains. What it means to sample and even how the sampled result is named, typically depends on what media type is sampled.

Temporal sampling for audio decides what audio frequency range, bandwidth, that can be represented by the sampled result. For example, wideband audio covering 50 – 7000 Hz typically uses 16 000 Hz sample rate. The <sampling rate> field on the "a=rtpmap" line (see clause X.2.2) describes the clock rate used by the timestamp field in the RTP header. This rate was historically often identical to the audio sampling rate, but there were deviations and some recently defined audio codecs also deviate from that principle. Therefore, there is no existing SDP information that uniquely identifies audio sampling rate and can be used with simulcast audio streams that differ in temporal sampling.

Temporal sampling for video decides how fluent motion can be represented by the sampled result. Sampling of video frames results in a certain video framerate, for example 30 or 50 frames per second (Hz). The existing "a=framerate" SDP attribute applies to video, but cannot be tied to a certain format and thus must be interpreted to apply to all codecs related to an "m=" line, which means that "a=framerate" cannot be used for simulcast video streams with different temporal sampling.

Spatial sampling for audio relates to the ability to represent an audible spatial position. This is in general related to the number of audio channels used to convey an audio media source representation. The number of audio channels is specified by the optional <parameters> field on the "a=rtpmap" line (see clause X.2.2) and is per default one (mono) if omitted. It can be noted that knowing the number of channels is not fully sufficient for multi-channel audio, but also the spatial channel configuration is needed for accurate representation of spatial positions. The number of audio channels can thus only to some extent be used with SDP format for simulcast audio streams that differ in spatial sampling.

Spatial sampling for video results in a certain horisontal and vertical video resolution, affecting the amount of visual detail that can be represented in a single (typically rectangular) video frame (or picture). Each spatial sample in the frame is a picture element, pixel. A video frame can consist of, for example, 1280 x 720 pixels. The "a=imageattr" SDP attribute can be used to specify video resolution, can be tied to an SDP format, and can thus be used to describe simulcast video streams that differ in spatial sampling.

X.2.4
Bandwidth Identification in SDP

The existing "b=" line in SDP describes bandwidth (or bitrate) and can be scoped apply to a certain "m=" line, but cannot be tied to a certain format and thus must be interpreted to apply to all codecs related to an "m=" line, which means that "b=" cannot be used for any simulcast streams with different bandwidth. However, the "a=bw-info" SDP attribute, defined by clause 19 in TS 26.114 [1], provides the possibility to relate an SDP format with a bandwidth and can thus be used for simulcast streams that differ in bandwidth.

X.2.5
Simulcast Usage for WebRTC

X.2.5.1
General

Simulcast, as specified by IETF, should be possible to use in all applicable IETF contexts, including WebRTC. One important aspect of WebRTC is to use as few transport resources as possible, even if many simultaneous media streams are used. WebRTC is designed to be an end-to-end protocol, which, for example, means that the typical conferencing scenario does not involve any central conferencing equipment and each participant contributes to such distributed conference with its own media streams. Conferences with a few tens of participants, each contributing with up to a handful of streams, should not be an unreasonable scenario. WebRTC is also designed for use with NAT and firewalls, where it is a cost to use many UDP ports. One way to save resources in that context is thus to use the same UDP port for all RTP and RTCP streams to and from a WebRTC client. In terms of SDP, this includes using the same port for all "m=" lines.

X.2.5.2
RTP Payload Type Uniqueness

Since all "m=" lines use the same port, the RTP payload type definitions, in terms of what codec and configuration parameters they describe, can no longer be scoped by UDP port and must thus be aligned across the entire SDP. Each different codec and configuration combination consequently requires the use of an RTP payload type that is unique across the entire SDP.

X.2.5.3
RTP Payload Type Depletion

When many simultaneous and independent streams are used, for example in a multi-party conference, each participant could resonably need to use a handful of RTP payload types for the streams it sends. The RTP payload type number space is limited by the 7 bits allocated to it in the RTP header, corresponding to 128 values (0-127). Some parts of that number space are not usable to avoid emulation of RTCP packet headers, which is in turn caused by the WebRTC decision to always use the same UDP port for RTP and RTCP. As a result, only 96 values are safe to use. If every participant in a conference uses different codec and configuration combinations for a handful of streams, the entire usable RTP payload type space would be depleted at about 20 participants.

If RTP payload type alone would be used as simulcast stream identification, any use of simulcast would worsen this RTP payload type depletion problem.

X.2.6
Conclusion

There are a few simulcast stream representation configurations that cannot be described in SDP in the context of an "m=" line today, which requires use of one or more new SDP constructs, but preferably as few as possible.

While there is hardly any risk to run out of RTP payload types when they are scoped to an SDP "m=" line by separate UDP ports, there is a real risk when all "m=" lines use the same UDP port and also use RTP/RTCP multiplexing to save NAT and firewall resources.

The RtpStreamId [44] identifier provides a single solution that mitigates both of the above problems for simulcast streams, by introducing a level of indirection compared to using RTP payload type directly, and by allowing to attribute a set of stream representation characteristics to an RtpStreamId, applicable for use in simulcast context. Using RtpStreamId in an RTP header extension is needed when multiple RtpStreamId use the same RTP payload type, and when at the same time there is a risk that no RTCP sender reports carrying RtpStreamId have reached the receiver yet.
While RtpStreamId is clearly not needed for every use of simulcast, it is hard to motivate use of different identification methods depending on how simulcast streams are configured. It is also hard to motivate the specification and implementation complexity that comes with describing and selecting such different identification methods being used for different conditions.
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