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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope
The present document describes the enhancement of Quality of Experience (QoE) for operator managed streaming service, 3rd party managed streaming service and Over-The-Top (OTT) streaming service.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1] 3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2] Yiting Liao, et al. "Achieving high QoE across the compute continuum: How compression, content, and devices interact." 7th International Workshop on Video Processing and Quality Metrics for Consumer Electronics, Scottsdale, Arizona, USA. 2013.
3
Abbreviations
3.1
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

IQoE
Improved Quality of Experience

OTT
Over The Top
4
Key Issues for IQoE
[4.1


A/V MOS estimation support for 3GPP PSS
editor’s note: use case will be added. 

4.1.1
Objective Assessment Model of P.NATS
ITU-T P.NATS project ([1] and [2]) will develop the objective assessment model for progressive download and adaptive type media streaming. It supports both the OTT and operator managed video service. The supported protocol scope includes HTTP/TCP/IP, RTMP/TCP/IP, HLS/HTTP/TCP/IP, and DASH/HTTP/TCP/IP. It supports 3GPP, MP4 and other file format, and the model is agnostic to the type of file format. 
It will support sequence duration of 60sec to 5min for quality evaluation. The supported video resolution is 240p, 360p, 480p, 720p and 1080p, 2K, 4K. The supported frame rate range is 8 to 50fps.
The current working model agreed in P.NATS project is depicted in figure 4-1.
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Figure 4-1: Building blocks of the P.NATS model

As shown in Table 4-1, P.NATS will support 4 modes. 
Table 4-1 Different modes defined in P.NATS
	Mode
	Encryption
	Input

	0
	Encrypted media payload and media frame headers
	Meta-data

	1
	Encrypted media payload
	Meta-data and frame header information

	2
	No encryption
	Meta-data and up-to 2% of the media stream

	3
	No encryption
	Meta-data and any information from the video stream


The P.NATS model will receive media information and prior knowledge about the media stream or streams. The model receives the following input signals regardless of the mode of operation:

· I.GEN: display resolution and device type

· I.11: audio coding information
· I.13: video coding information
· I.14: Stalling events
The input agreed by ToR of P.NATS is provided in Table 4-2 below.
	ID 
	Description
	Values
	Frequency
	Modes available

	I.GEN
	

	0
	The resolution of the image displayed to the user
	Number of pixels (WxH) in displayed video
	Per media session
	All

	1
	The device type on which the media is played
	pc or mobile
	Per media session
	All

	I.11
	

	7
	Target Audio bit-rate 
	Bit-rate in kbps.
	Per media segment
	All

	8
	Segment duration
	Duration in seconds
	Per media segment
	All

	9
	Audio frame number
	Integer, starting with 1
	Per media segment
	1,2,3

	10
	Audio frame size
	Size of the frame in bytes
	Per audio frame
	1,2,3

	11
	Audio frame duration 
	Duration in seconds
	Per audio frame
	1,2,3

	12
	Audio codec
	One of: AAC-LC, AAC-HEv1, AAC-HEv2,  AC3
	Per media segment
	All

	13
	Audio sampling frequency
	In Hz
	Per media segment
	All

	14
	Number of audio channels
	2
	Per media segment
	All

	15
	Audio bit-stream
	Encoded audio bytes for the frame
	Per audio frame
	2,3

	I.13
	

	16
	Target Video bit-rate
	Bit-rate in kbps.
	Per media segment
	All

	13
	Video frame-rate
	Frame rate in frames per second.
	Per media segment
	All

	14
	Segment duration
	Duration in seconds
	Per media segment
	All

	15
	Video encoding resolution
	Number of pixels (WxH) in transmitted video
	Per media segment
	All

	16
	Video codec and profile
	One of: H264-baseline, H264-high, H264-main

	Per media segment
	All

	17
	Video frame number
	Integer, starting at 1, denoting the frame sequence number in encoding order.
	Per video frame
	1,2,3

	18
	Video frame duration
	Duration of the frame in seconds
	Per video frame
	1,2,3

	19
	Frame presentation timestamp
	The frame presentation timestamp
	Per video frame
	1,2,3

	20
	Frame decoding timestamp
	The frame decoding timestamp
	Per video frame
	1,2,3

	21
	Video frame size
	The size of the encoded video frame in bytes
	Per video frame
	1,2,3

	22
	Type of each picture
	“I” or “Non-I” for mode 1
	Per video frame
	1,2,3

	23
	Video bit-stream
	Encoded video bytes for the frame
	Per video frame
	2,3

	I.14
	

	22
	Buffering event start
	The start time of the buffering/stalling event in seconds relative to the start of the original video clip, expressed in media time (not wall clock time)
Note: This is 0 for initial buffering.
	Per buffering/ stalling event
	All

	23
	Event duration
	The duration of the buffering/stalling event in seconds.
	Per buffering/ stalling event
	All


Table 4-2: I.11, I.12, I.13 and I.14 inputs description.
The P.NATS model outputs are as follows:


· O.21: Audio coding quality per output sampling interval
· Multiple segment scores provided per session and on a 1-5 quality scale.

· O.22: Video coding quality per output sampling interval
· Multiple segment scores provided per session and on a 1-5 quality scale.

· O.23: Perceptual buffering indication
· Single score on a 1-5 quality scale for the session.
· O.34: Audiovisual segment coding quality per output sampling interval
· Multiple segment scores provided per session

· Window-size same as for/synced with O.21, O.22

· O.35: Final audiovisual coding quality score
· Single score for the session, on a 1-5 quality scale
· Includes aspects of temporal integration
· O.46: Final media session quality score

· Single score for the session, on a 1-5 quality scale
· Includes initial buffering and stalling aspects.

The algorithm for each output is under development in ITU-T SG-12 P.NATS project now.
4.1.2
Analysis for the support of P.NATS
4.1.2.1

Supported Mode
For operator managed streaming service, media information, prior knowledge about the media stream and/or stream is visible to the operator, which mode can be configured by the operator. The exact mode selection is the tradeoff between quality assessment accuracy and processing complexity.
For OTT streaming service, stream information is not visible to the operator any more especially if HTTPs is in place. Mode 1 to 3 does not apply to OTT streaming service any more.
It is proposed to introduce Mode 0 for both OTT and operator managed streaming service. Other Mode is FFS.
4.1.2.2

Supported Input parameter
In order to support Mode 0 quality assessment, the required parameter is listed in Table 4-3 below.
	ID 
	Description
	Values
	Frequency
	Modes available

	I.GEN
	

	0
	The resolution of the image displayed to the user
	Number of pixels (WxH) in displayed video
	Per media session
	All

	1
	The device type on which the media is played
	pc or mobile
	Per media session
	All

	I.11
	

	7
	Target Audio bit-rate 
	Bit-rate in kbps.
	Per media segment
	All

	8
	Segment duration
	Duration in seconds
	Per media segment
	All

	12
	Audio codec
	One of: AAC-LC, AAC-HEv1, AAC-HEv2,  AC3
	Per media segment
	All

	13
	Audio sampling frequency
	In Hz
	Per media segment
	All

	14
	Number of audio channels
	2
	Per media segment
	All

	I.13
	

	16
	Target Video bit-rate
	Bit-rate in kbps.
	Per media segment
	All

	13
	Video frame-rate
	Frame rate in frames per second.
	Per media segment
	All

	14
	Segment duration
	Duration in seconds
	Per media segment
	All

	15
	Video encoding resolution
	Number of pixels (WxH) in transmitted video
	Per media segment
	All

	16
	Video codec and profile
	One of: H264-baseline, H264-high, H264-main

	Per media segment
	All

	I.14
	

	22
	Buffering event start
	The start time of the buffering/stalling event in seconds relative to the start of the original video clip, expressed in media time (not wall clock time)
Note: This is 0 for initial buffering.
	Per buffering/ stalling event
	All

	23
	Event duration
	The duration of the buffering/stalling event in seconds.
	Per buffering/ stalling event
	All


Table 4-3: I.11, I.12, I.13 and I.14 inputs description for Mode 0.
TS26.247 ([3]) develops QoE metrics used for quality evaluation, in order to support video MOS calculation by 3GPP system. The mapping and check between TS26.247 and P.NATS are provided below.
Table 4-4 mapping between QoE metrics defined in 26.247 and input in P.NATS model for video stream
	Video Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	Remark

	Description
	Value
	Metric
	Description
	

	Target Video bit-rate
	Bit-rate in kbps.
	Mpdinfo
	Provides the MPD information for the representation or subrepresentation identified by representationid and subreplevel, if present. 
Related attributes:
@bandwidth, @width, @height, @duration, and @codecs.
Note: codec attribute includes video codec profile information and video frame rate information
	Target Video bit-rate has been supported by @bandwidth attribute.
Video frame-rate and Video codec and profile have been supported by @ codec attribute.
Segment duration has been supported by @duration attribute.
Video encoding resolution has been supported by  @width and @height attributes.

	Video frame-rate
	Frame rate in frames per second.
	
	
	

	Segment duration
	Duration in seconds
	
	
	

	Video encoding resolution
	Number of pixels (WxH) in transmitted video
	
	
	

	Video codec and profile
	One of: H264-baseline, H264-high, H264-main


	
	
	


Table 4-5 mapping between QoE metrics defined in 26.247 and input in P.NATS model for audio stream
	Audio Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	Remark

	Description
	Value
	Metric
	Description
	

	Target Audio bit-rate 
	Bit-rate in kbps.
	Mpdinfo
	Provides the MPD information for the representation or subrepresentation identified by representationid and subreplevel, if present. 
Related attributes:
@bandwidth, @duration, and @codecs.
Note: codec attribute includes audio codec profile information, audio sampling frequency and Number of audio channels information
	Target Audio bit-rate has been supported by @bandwidth attribute.
Audio codec, Audio sampling frequency and Number of audio channels have been supported by @ codecs attribute.
Segment duration has been supported by @ duration attribute.

	Segment duration
	Duration in seconds
	
	
	

	Audio codec
	One of: AAC-LC, AAC-HEv1, AAC-HEv2,  AC3
	
	
	

	Audio sampling frequency
	In Hz
	
	
	

	Number of audio channels
	2
	
	
	


Table 4-6 mapping between QoE metrics defined in 26.247 and input in P.NATS model for stalling
	Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	Remark

	Description
	Value
	Metric
	Description
	

	Buffering event start
	The start time of the buffering/stalling event in seconds relative to the start of the original video clip, expressed in media time (not wall clock time)

Note: This is 0 for initial buffering.
	InitialPlayoutDelay 
	The playout delay for media start-up is measured as the time in milliseconds from the time instant of DASH player receives play-back-start trigger to the instant of media playout.

If the MPD has been delivered earlier before the user clicks, it may include the process time of MPD, the fetch time of some media segments which are required for media presentation, the process time of segments, and the time for media decode and render to the user.

If no MPD has been fetched earlier, it also needs to add the fetch time of MPD.
	It is only for initial buffering delay event

	Event duration
	The duration of the buffering/stalling event in seconds.
	Play List
	A list of playback periods. A playback period is the time interval between a user action and whichever occurs soonest of the next user action, the end of playback or a failure that stops playback.
	For the buffering event afterwards


The buffering event defined in P.NATS includes initial buffering and stalling information. Initial buffering delay in P.NATS is defined as the start time of the buffering/stalling event in seconds relative to the start of the original video clip and can map to the ‘InitialPlayoutDelay’ in 26.247.
For stalling information, P.NATS model requires the start time and end time of a stalling event. In TS26.247, QoE metric ‘Play List’ logs a list of playback periods of continuous delivery triggered by a user action (e.g., play, seek or resume action) till the stop of playout either due to re-buffering event, a user action, the end of the content, or a permanent failure. The stalling duration can be derived through those collected logged information.
As shown in Figure 4-2, the ‘Play List’ logged information includes T1,T2,T3, and T4 with associated information. The re-buffering duration equals to T2-T1.
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Figure 4-2: Logging information in Play List
Table 4-7 other input for P.NATS
	Metrics needed for P.NATS model
	QoE metrics defined in 26.247
	Remark

	Description
	Value
	Metric
	Description
	

	The resolution of the image displayed to the user
	Number of pixels (WxH) in displayed video
	N/A
	
	It is not specified in TS26.247. For operator managed streaming service, it may be obtained via other way, which is outside of scope. For OTT streaming service, the enhancement of QoE metrics is required.

	The device type on which the media is played
	pc or mobile
[screen size]
	N/A
	
	No need to specify since mobile is the default device in 3GPP.


Based on the above analysis, required inputs I.11, I.12, I.13 and I.14 for P.NATS are supported by QoE metrics in TS26.247 already. I.GEN input for P.NATS may require enhancement to TS26.247.
4.1.3
Further Parameters to Improve Video MOS Estimation
4.1.3.1
Additional Input Parameters
The additional input parameters for enhancing video MOS estimation are provided in Table 4-8 below. 
	ID 
	Description
	Values
	Frequency
	Modes available

	A1
	Screen size
	Diagonal size of the screen in cm
	Per media session
	All

	A2
	Video QP
	Average QP value 
	Per media segment
	All


Clauses 4.1.3.2 and 4.1.3.3 provide subjective quality evaluation results demonstrating the dependency of video MOS on these input parameters.
4.1.3.2
Dependency of Video MOS on Screen Size
Nowadays, with the variety of devices such as 2-in-1 laptops, tablets, phablets emerge in the market, it becomes more and more difficult to cut a fine line between PC and mobile. Meanwhile, the size of the display could vary from 4in to 100+ in. Using a simple PC vs. mobile device type may not capture the perceptual video quality impact introduced by the device form factor. As shown in Table 4-9, when same videos are displayed on different devices with a similar resolution, the video subjective MOS varies because of the screen size (The subjective experiments are conducted following ITU-T BT.500 standard. More details about the subjective testing can be found in [2]). When displayed on a 10.1” screen, the video MOS is 0.8 lower than on a 4.8” screen on average. Since the screen size has a great impact on the video subjective MOS, it is desirable to consider it as an additional input parameter for video MOS estimation.

Table 4-9 Video Subjective MOS on different devices (encoded at 1.5 Mbps with 768x432 resolution)

	Video clip name
	 Subjective MOS 

(10.1” tablet, 1280x800)
	Subjective MOS

(4.8” phone, 1280x720)

	Aspen
	2.2
	3.5

	Crowdrun
	2.0
	3.1

	Redkayak
	2.2
	3.4

	westwindeasy
	3.4
	3.9

	Backsneak
	3.4
	4.2

	Bbscore
	3.5
	4.1

	controlledburn
	3.5
	4.3

	Tractor
	3.7
	4.4

	Frontend
	3.9
	4.6

	pedestrianarea
	3.6
	4.3

	Speedbag
	4.2
	4.6

	sunflower
	4.4
	4.8

	AVERAGE
	3.3
	4.1


4.1.3.2
Dependency of Video MOS on QP Parameter
Video resolution, frame rate, encoding bitrate, etc. play an important role in video MOS modeling. In addition to those parameters, video encoding QP is also very critical for video MOS estimation, because different video segments could have very different content characteristics and they yield to a wide range of video subjective MOS even when encoded at the same bitrate. For example, 4-10 shows quality and QP values of different video clips encoded at the same bitrate. When the videos share the input parameters such as resolution, frame rate, bitrate, etc. and are displayed on the same device, the MOS still vary in a wide range due to the content characteristic difference and the difference is well captured by the QP value. Table 4-11 shows the correlation of the bitrate/QP and the video quality scores. For videos encoded at the same bitrate, their video MOS has a strong correlation to QP value, which indicates the video content complexity.  

Table 4-10 Videos Encoded at the Same Bitrate with a Wide Range of Video Subjective MOS

	Video clip name 
	Bitrate (kbps)
	QP
	PSNR (dB)
	MS-SSIM
	Subjective MOS (10.1” tablet)

	aspen
	1454
	35.9
	26.9
	0.834
	2.2

	crowdrun
	1482
	39.3
	23.9
	0.745
	2.0

	redkayak
	1451
	36.5
	31.1
	0.829
	2.2

	westwindeasy
	1467
	35.9
	28.0
	0.880
	3.4

	backsneak
	1459
	32.5
	35.0
	0.930
	3.4

	bbscore
	1466
	29.7
	32.4
	0.907
	3.5

	controlledburn
	1476
	29.1
	31.5
	0.924
	3.5

	tractor
	1456
	32.2
	32.6
	0.917
	3.7

	frontend
	1429
	23.7
	30.8
	0.946
	3.9

	pedestrianarea
	1463
	27.6
	35.7
	0.944
	3.6

	speedbag
	1455
	25.8
	38.5
	0.971
	4.2

	sunflower
	1460
	25.9
	38.2
	0.975
	4.4


Table 4-11 Correlation between Bitrate/QP and Video Quality Scores

	Correlation
	PSNR
	MS-SSIM
	Subjective MOS

	Bitrate
	-0.25
	-0.39
	-0.27

	QP
	-0.75
	-0.90
	-0.87


Figures 4-2 and 4-3 showcase the benefits of using QP in addition to bitrate, resolution, etc. for MOS estimation. As shown in the figures, using QP as an input parameter for video MOS estimation helps to capture the content complexity of the video and greatly improves the quality estimation accuracy. Therefore, it is desirable to consider it as an additional input parameter for video MOS calculation. 
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[image: image5] Figure 4-3 Video MOS model using bitrate, QP, resolution, frame rate, etc. for MOS estimation
Table 4-10 also shows the video subjective MOS for different video clips with the same level 0 statistics. In other words, all those video clips share the same input parameters that can be used for MOS estimation. As a result, no matter what video MOS estimator is used, it will produce the same MOS score for all the video clips. However, Table 4-10 has shown that those clips have MOS scores varying in a very large range (2.0 ~ 4.4), which is due to the quality dependency on the video content. The video content complexity is well captured by the QP parameter as shown inTable 4-11. Therefore, QP represents a unique feature that is not captured by the parameter list described in clauses 4.1.1 and 4.1.2 and adding QP as the input parameter would be very beneficial to any video MOS estimator. 
4.1.4
Calculation of A/V MOS estimation
There are 2 options: Calculation done in the client and Calculation done in a QoE server based on the "raw" QoE metrics data reported by the client. The detail comparison of those 2 options and conclusion are provided in following clauses.
4.1.4.1

Network Optimization

To do advanced network optimization requires that you understand not only the final MOS values for the video streaming sessions, but also can see the underlying raw metrics. For instance, some sessions might simply have a low MOS value due to the content not having high enough original quality, while other sessons might have problems with rebuffering. Understanding the root cause requires access to the basic metrics, not only the final MOS values.


4.1.4.2

MOS Models

The MOS models standardized in ITU-T typically develop over time. For instance, P.NATS will have several phases, with later phase adding e.g. support for more codecs. Each time the ITU-T MOS model is updated, the corresponding updates must be done to the implemented calculations as well.

Having the calculation done in the client means that when a new ITU-T model is released, it will take substantial time before all, or even the majority, of the clients have this implemented. On the other hand, updating the MOS model calculation in a single QoE server is very easy (of course provided that the raw QoE metrics reported are sufficient for the calculation).


4.1.4.3

MOS Windowing

Even if ITU-T standardizes the P.NATS MOS models, the standard does not define how often such a MOS value shall be calculated. For instance, it could be calculated every minute, every two minutes, or just for the complete session. This windowing decision is more or less up to the operator, and is much easier to handle if the windowing is done in the QoE server rather than by configuring window lengths towards all of the clients. It would also easily be possible to calculate MOS values for several windowing lengths in parallel in the server, while handling this in the client becomes rather complex.


4.1.4.4

Conclusion

While MOS calculation in the client is possible, it severely limits the use of advanced network optimization, use of flexible MOS windowing, and also introduces problems when the MOS model calculation needs to be updated. A better solution is to make sure that the raw reported QoE metrics are enough to be able to calculate the final MOS value in the QoE server.

The PSS client collects required metrics and reports it to the PSS server. The PSS server calculates A/V MOS using the model developed in P.NATS. The operator and/or OTT 3rd party can evaluate network delivery performance based on the result A/V MOS with following benefit:
- Avoid different interpretation of DASH QoE metrics by the MNO for different UEs consuming the same streaming content with same encoding scheme.
- Avoid different interpretation of DASH QoE metrics by the OTT 3rd party for different UEs consuming the same streaming content with same encoding scheme over different MNO’s network.
It is proposed to introduce A/V MOS developed by P.NATS for 3GPP PSS.
A/V MOS estimation and associated information (encoding information, InitialPlayoutDelay,etc) may be used by the operator to evaluate network delivery performance in case:

- The streaming content is encoded with different coding schemes; advanced encoding scheme consumes less network bandwidth. 

- DASH player implementation prefers downloading more data before playing.
]
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Figure 4-2 Bitrate vs. Subjective MOS for different video clips displayed on a tablet device
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