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1 Introduction
MCPTT Technical Report [1] specifies requirements for a mandatory MCPTT codec based on the performance of the codec over MCPTT bearers.  The requirement is that the mandatory codecs for MCPTT terminals, when operating over MBMS bearers, meets or surpasses the performance of AMR-WB over current commercial 3GPP networks (the “HD Voice” experience) in terms of coverage, error-resiliency, speech quality, speech intelligibility, and call capacity across all MCPTT radio bearers.

2 Codec Performance over MCPTT Bearers 
Clause 5.1.1.6.1 of [1] describes the MCPTT bearers, i.e., the Unicast bearer, the MBMS bearer, and the LTE-D bearer and elaborated on the HD Voice experience performance over the 3GPP networks. 

The performance of the EVS codec and that of the AMR-WB codec were then compared across the three different MCPTT bearers and conclusions were derived in terms of the different KPIs, i.e., coverage, speech quality, error resiliency, call capacity, and speech intelligibility. These comparisons were based on achieving an equivalent voice quality between EVS and AMR-WB.  Also, the results on speech intelligibility were extrapolated based on voice quality testing and measurements. 
Understanding the importance of speech intelligibility in mission critical communications, the source presents in this contribution results from a large scale subjective intelligibility test comparing the performance of the EVS codec and that of the AMR-WB codec.  Not only does this contribution provide a direct comparison of intelligibility, it compares the different KPIs across the MCPTT bearers based on achieving equivalent speech intelligibility between the two codecs. 
3 Speech Intelligibility Test 
This Clause presents results from a subjective intelligibility test, P.INTELL [3], [4], conducted by an independent laboratory Dynastat, Inc.

P.INTELL - Method and Procedure
The P.INTELL test is designed to evaluate the Speech Intelligibility of eight test conditions. The experimental design of P.INTELL is based on the partially-balanced/randomized-blocks experimental design that has been used extensively in most codec standardization testing efforts in the past decade for Speech Quality tests, i.e., tests described in ITU-T Rec. P.800 [5]. The partially-balanced/randomized-blocks experimental design is described and recommended in the ITU-T Handbook of Subjective Testing Practical Procedures [6]. 

The test parameters for the P.INTELL test included:

· Eight test conditions

· Four talkers - two males and two females

· Four samples per talker, where "sample" is described in the next section

· 32 subjects - four panels of eight naive subjects, each panel with an independent randomization of the speech materials

Structure of the P.INTELL Test 

The P.INTELL source speech database includes 96 items, where each item is a pair of single-syllable English words. For half of the items, the words differ only in the initial consonant, i.e., rhyming word pairs. For the other half, the words differ only in the final consonant, i.e., alliterative word pairs. The critical consonants in both the rhyming and alliterative test-items differ only in a single Distinctive Feature, either Voicing, Nasality, Sustention, Sibilation, Graveness or Compactness. 
Annex A provides a description of the Distinctive Features and their relationship to Intelligibility testing. The P.INTELL test-items are shown in Annex A, Table A.1. In each trial of the P.INTELL test, the subject hears a word in his headset and uses a keyboard to indicate which of the two words, displayed on his monitor, was spoken by the talker. Annex A (Clause A.6) shows the Instructions provided to subjects before the test and describes the subject's task in each trial.

Test Conditions
Table 1 shows the test conditions list to evaluate the speech intelligibility of the two codecs AMR-WB and the EVS-SWB CA. The AMR-WB at 12.65 kbps and EVS-SWB CA at 13.2 kbps are tested at the frame erasure rates of 2%, 8%, and 20%. The test also included the original un-coded signal. The input source database and test items (@ 48 kHz, 16 bit) are summarized in Annex A, Table A.1.
Table 1. Test conditions list

	 
	Condition
	Bit Rate 

(kb/s)
	CA 

FEC-Offset
	DTX
	Uplink
	Downlink
	Noise
	SNR

	C1
	Un-coded with noise
	-
	-
	-
	-
	0%
	Siren
	5dB 

	C2
	AMRWB 2%FER
	12.65
	-
	on
	MTSI 2
	2%
	Siren
	5dB 

	C3
	AMRWB 8%FER
	12.65
	-
	on
	MTSI 2
	8%
	Siren
	5dB 

	C4
	AMRWB 20%FER
	12.65
	-
	on
	MTSI 2
	20%
	Siren
	5dB 

	C5
	EVS-SWB-CA 2% FER
	13.2
	3
	on
	MTSI 2
	2%
	Siren
	5dB 

	C6
	EVS-SWB-CA 8% FER
	13.2
	3
	on
	MTSI 2
	8%
	Siren
	5dB 

	C7
	EVS-SWB-CA 20% FER
	13.2
	3
	on
	MTSI 2
	20%
	Siren
	5dB 


The intelligibility test was conducted in high noise and in impaired channels. A background noise that mimics that of US police car Siren is mixed with the input source at 5 dB. The Siren noise characteristic is as shown in Figure 1 below (which has most of the noise energy around 500-1500 Hz). The following procedure is used for noise mixing (similar to that of the steps used in 3GPP tests): The input source is normalized to -26 dBov, and noise is scaled such that the Siren noise loudness is at -31 dBov. The normalized input source and the scaled noise is mixed at SNR of 5 dB. 
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Figure 1. An example Siren noise characteristic (a) spectrogram, (b) LT frequency response
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Figure 2. Steps to simulate impaired channel conditions
Figure 2 shows the steps to simulate the impaired channel conditions that combines the Markov model based error traces with the VoLTE uplink jitter and the MBMS/LTE-D downlink scheduler jitter. The steps are further elaborated below.

Step 1: Markov channel models (Table A.1.2-3 in Annex A.1.2 of TR 26.879 v 1.4.0) to produce the error traces. 

Step 2: Simulate the eNB scheduling procedures described in Case1 in clause A.1.3 of TR 26.879 v 1.4.0.  This models the minimum amount of jitter that would be introduced in both the MBMS and LTE-D bearers and is caused by the MSP for MBMS (see clause 5.3.6 of TR 26.879 v 1.4.0) and a similar minimum scheduling period for LTE-D bearers. To simulate the VoLTE uplink jitter, the MTSI profile 2 is used.
Step 3: convert the Markov model error traces to error profile. 

Step 4: For EVS, use the *.dat file and the following command lines to generate the decoder output.

For EVS SWB CA @13.2:

/* encoder */

evs_cod -dtx -rf 3 13200 32 input.pcm temp.pkt 

/* Network simulator */

networkSimulator_g192.exe v3_b10.dat  temp.pkt  temp_voip.pkt data.trace 1 0

/* decoder */

evs_dec -voip -tracefile temp 32 temp_voip.pkt   output.pcm

Step 5: For AMR-WB, the procedure is the same through the eNB scheduler simulation to maintain an apples-to-apples comparison.  Then, since no JBM is available for AMR-WB, we used the 3GPP utility function (dlyerr_2_errpat.exe) made available by SA4 that simulates the JBM behavior, resulting in a circuit-switched packet file that can be passed to the normal AMR-WB decoder. 
For AMR-WB @12.65:

/* encoder */

amrwb_enc -dtx –itu 2 input.pcm temp.pkt

/* Delay to error pattern */

dlyerr_2_errpat.exe -L 22000 -d 200 -f 1 -w -s 0 -i v3_b10.dat -o   v3_b10.dat
eid-xor.exe -vbr -fer   temp.pkt  v3_b10.dat tempfer.pkt
/* decoder */

amrwb_dec.exe -itu tempfer.pkt output.pcm

Low jitter scenario – 3GPP EVS JBM Behavior
The 3GPP EVS JBM was used for testing in EVS selection and characterization tests. During the tests, the MTSI profiles 1 through 10 were used that are representative of VoLTE and HSPA, covering a wide range of jitter and packet losses. The informative 3GPP EVS JBM was never evaluated for other profiles such as MBMS. While investigating the MBMS downlink packet scheduler, a bug in the 3GPP EVS de-jitter buffer handling was uncovered in case of low jitter scenarios. In particular, the JBM was not exercising the partial copy recovery logic as it was locking up in a low jitter, high FER scenario. This scenario is a direct consequence of using the informative-only 3GPP JBM, which was developed specifically for EVS on VoLTE (not MBMS) using 3GPP VoLTE delay-loss profiles.  In Figure 2, we are simulating the test case using an approximation of the jitter based on modelling the MBMS downlink packet scheduler, which triggers the problem.  This does not happen for the delay-loss profiles derived from commercial VoLTE field testing, nor do we expect that this would happen with a more robust, commercially vetted JBM, even with the MBMS profiles. In the subjective evaluation testing that we conducted on Jan 07, the 3GPP EVS JBM included a bug fix provided by Fraunhofer IIS. A CR that addresses the JBM issue is submitted for the January SA4#87 meeting.  
Test Results – Summary 
Table 2 shows the summary of speech intelligibility test results (Means, Standard Deviations) for each of the test conditions involved in the experiment). Each value shown in the Table is based on 128 samples (32 subjects x 4 talkers). P.INTELL Scores are expressed as Percent Correct. Figure 3.1 shows the P.INTELL profile plots (i.e., Distinctive Feature scores) for the Test conditions c02 vs c05 FER 2%, c03 vs c06 FER 8%, and c04 vs c07 FER 20%.
Table 2. Test Results - summary
	 
	Condition
	Bit Rate
(kb/s)
	Mean Intel
	StdDev

	C1
	Uncoded (with noise)
	-
	92.87
	5.54

	C2
	AMRWB 2%FER
	12.65
	86.07
	7.25

	C3
	AMRWB 8%FER
	12.65
	80.83
	8.09

	C4
	AMRWB 20%FER
	12.65
	72.59
	10.69

	C5
	EVS-SWB-CA 2% FER
	13.2
	87.83
	6.85

	C6
	EVS-SWB-CA 8% FER
	13.2
	84.18
	8.12

	C7
	EVS-SWB-CA 20% FER
	13.2
	77.41
	10.31
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Figure. 3.1 P.INTELL profile plots for test conditions (Red: EVS-SWB CA, blue: AMR-WB) (a) c02 vs c05 FER 2%, (b) c03 vs c06 FER 8%, and (c) c04 vs c07 FER 20%.
Statistical Analysis (AMR-WB vs EVS codec)
Figure 3.2 shows the P.INTELL speech intelligibility scores for AMR-WB and EVS SWB-CA at FERs 2%, 8%, and 20%. It can be noted that, 

· At a given FER, the EVS SWB CA is “statistically significantly better than (BT)” AMR-WB (as further elaborated in Clause 3.5.1 below). 
· EVS-SWB CA at FER 8% is “statistically no worse than (NWT)” AMR-WB at FER 2% (as further elaborate in Clause 3.5.2 below).
· AMR-WB at FER 8% MBMS bearer is “statistically worse than” AMR-WB at FER 2% (as further elaborated in Clause 3.5.3 below).
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Figure 3.2 Statistical analysis 
AMR-WB vs EVS-SWB CA at a given FER
Table 3 presents the statistical significance test results comparing AMR-WB at FER 2%, 8%, and 20% vs EVS-SWB CA at FER 2%, 8%, and 20%. T-stat is estimated as (mean_ref – mean_cut)/SEmd, where SEmd = sqrt((stddev_ref^2+stddev_cut^2)/N). The t-scores for a two-sided significance test at 95% confidence interval (CI) is, t(.05,254)=1.97. As shown in Table 3, for the three FERs under test, 2%, 8% and 20%, the EVS-SWB CA is “statistically significantly better than (BT)” the AMR-WB.

Table 3. Statistical significance test (two sided t-test at 95% CI) 

AMR-WB at 12.65 kbps vs EVS SWB-CA at 13.2 kbps (at FERs 2%, 8%, and 20%)
	Ref
(AMR-WB 

@12.65 kb/s)
	Mean

(ref)
	Std. Dev
(ref)
	CuT

(EVS-SWB-CA 

@13.2 kb/s)
	Mean

(CuT)
	Std. Dev
(CuT)
	T-stat
(N=128)
	CuT vs Ref

	c2 (2% FER)
	86.07
	7.25
	c5 (2% FER)
	87.83
	6.85
	1.996
	C5  “BT”  C2

	c3 (8% FER)
	80.83
	8.09
	c6 (8% FER)
	84.18
	8.12
	3.307
	C6  “BT”  C3

	c4 (20% FER)
	72.59
	10.69
	c7 (20% FER)
	77.41
	10.31
	3.671
	C7  “BT”  C4


AMR-WB at FER 2% vs EVS-SWB CA at FER 8%
Table 4 presents the statistical significance test results comparing AMR-WB at FER 2% vs EVS-SWB CA at FER 8%. As shown in Table 4, the EVS-SWB CA at FER 8% is “statistically no worse than (NWT)” the AMR-WB at FER 2%.
Table 4. Statistical significance test (two sided t-test at 95% CI) 

AMR-WB at 12.65 kbps at FER 2% vs EVS SWB-CA at 13.2 kbps at FER 8%
	Ref
(AMR-WB 

@12.65 kb/s)
	Mean

(ref)
	Std 

(ref)
	CuT

(EVS-SWB-CA 

@13.2 kb/s)
	Mean

(cut)
	Std

(cut)
	T-stat
(N=128)
	CuT vs Ref

	c2 (2% FER)
	86.07
	7.25
	c6 (8% FER)
	84.18
	8.12
	-1.964
	c6 “NWT” c2


AMR-WB at FER 2% vs 8%
Table 5 presents the statistical significance test results comparing AMR-WB at FER 2% vs AMR-WB at FER 8%. As shown in Table 5, the AMR-WB at FER 8% is “statistically worse than (WT)” the AMR-WB at FER 2%.
Table 5. Statistical significance test (two sided t-test at 95% CI) 

AMR-WB at 12.65 kbps at FER 2% vs FER 8%
	Ref
(AMR-WB 

@12.65 kb/s)
	Mean

(ref)
	Std 

(ref)
	CuT

(AMR-WB 

@12.65 kb/s)
	Mean

(cut)
	Std

(cut)
	T-stat
(N=128)
	CuT vs Ref

	c2 (2% FER)
	86.07
	7.25
	c3 (8% FER)
	80.83
	8.09
	5.457
	c3 “WT” c2


3.6. ANOVA Statistical Analysis (AMR-WB vs EVS)
Two sets of conditions, i.e., AMR-WB set 1: c02, c03, c04 and EVS-SWB CA set 2: c05, c06, c07 are analyzed based on the Analysis of Variance (ANOVA) metric. The appropriate statistical model is a three factor Analysis of Variance (ANOVA) for Sets (2) x Conditions (3) x Scores (128 - 32 Subjects x 4 Talkers). Table 6 shows results of the ANOVA. 

Table 6.  Results of ANOVA for Sets x Conditions x Scores
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The main effect for Sets factor is highly significant (p<0.0001), which means that the average scores for the two sets of conditions are significantly different (AMR-WB: 79.830 and EVS-SWB CA: 83.140). The main effect for Conditions factor is also highly significant (p<0.0001), which means that there is significant variation among the average scores for the three conditions (86.950, 82.505, 75.000). Finally, the interaction effect, Sets x Conditions, is significant (p<0.05), which indicates that the pattern of scores for the two Sets across the three Conditions is statistically different. Figure 3.3 illustrates the significant interaction between the AMR-WB and the EVS-SWB CA intelligibility scores.
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Figure 3.3 Illustration of interaction between Sets and Conditions in the ANOVA 
4 MCPTT bearers - Speech Intelligibility 

Based on the results in clause 3.5 it can be concluded that EVS-SWB CA offers a statisically significant  improvement in speech intelligibilty over AMR-WB (HD voice). The improved robustness to background noise (Clause 5.1.2 of [1]) and resiliency to errors are particularly relevant to the MCPTT service and result in statstically significantly better speech intelligilbity than “HD voice” over all the MBMS bearers.
Unicast bearer

By definition of the reference summarized in clause 1, AMR-WB meets the reference performance requirement.
From the results in clause 3.5, it can be seen that EVS-SWB CA speech intelligiblity exceeds that of the reference.

It is important to understand the coverage improvement provided by the improved speech intelligibility of EVS-SWB  CA.  Based on the analysis in clause 3.5 showing that speech intelligiblity of EVS-SWB CA @ 8% FER is equivalent to that of AMR-WB @ 2%, the field test results identified in clause 5.1.1.6.1 demonstrate that for FER<=2%, the VoLTE system achieves 90% coverage while for FER <=8%, the system achieves 99.5% coverage.

Table 7. AMR-WB and EVS-SWB CA Coverage Over MCPTT Unicast Bearer
	Codec and mode
	Operating FER
	VoLTE Coverage

	AMR-WB 12.65 kbps
	2%
	90.0%

	EVS 13.2 kbps SWB CA mode
	8%
	99.5%


This demonstrates how EVS-SWB CA can provide the same speech intelligibilty as AMR-WB with significantly better coverage in VoLTE networks.
MBMS bearer
Based on the results in clause 3.5 it can be concluded that EVS-SWB CA speech intelligiblity exceeds that of AMR-WB under all the MBMS bearer conditions tested.
To understand the coverage improvement provided by the improved speech intelligibility of EVS-SWB  CA, Figure 5 below shows a CDF of the coverage in an MBSFN cell embedded in a 57-cell system simulation at different FERs on the MBMS downlink. Each curve is constructed by looking at the SNR trace for each terminal in the cell and determining the lowest SNR level below which the terminal experiences at least the target FER, then plots the CDF of all the users against the SNR values. The x-axis then represents the SNR that the MBMS Modulation and Coding Scheme (MCS) needs to work with to achieve the target FER of each curve for the percentage of users represented on the y-axis.  Realistically, the most robust MCS needs an SNR of at least -4dB to operate, so the curves to the left of -4dB SNR are not achievable.
This clearly demonstrates how the ability of a codec such as EVS-SWB CA to handle higher FERs with equivalent or better speech intelligibility improves the coverage area, exceeding the coverage of AMR-WB.  EVS-SWB CA with 7% downlink FER clearly can exceed the 90% coverage provided by the reference (at SNR of 4dB). On the other hand, the MBMS system cannot provide an MCS to enable the AMR-WB codec to meet the reference coverage (below 90%) and speech intelligibilty across MBMS bearers.  
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Figure 5. CDF of the coverage in an MBSFN cell (embedded in a 57-cell system simulation) at different FERs on the MBMS downlink
Comparing the 1% and 7% FER curves at any particular SNR value shows how EVS-SWB CA can provide the same speech intelligibilty as AMR-WB with better coverage over the MBMS bearer.
LTE-D bearer

The equivalence in speech intelligibility between AMR-WB @ 2% FER and EVS-SWB CA @ 8% FER demonstrated in clause 3.5 can be used to understand the coverage, power consumption, and capacity improvement provided by the improved speech intelligibility of EVS-SWB CA as was done in clause 5.1.1.6.4.3 of [1].  The gains based on equivalence of speech intelligibility are similar to the gains based on equivalence of voice quality, and are listed in Tables 8-10.
Table 8. Link budget gains and coverage/range extension offered by EVS codec
	Model
	BLER Target
	Gain
	Distance

Gain
	Area

Gain

	AMR 12.2 kbps/AMR-WB 12.65 kbps
	2%
	-
	-
	-

	EVS – 13.2 kbps channel aware mode
	8%
	2.8 dB
	17%
	38%


Table 9. Power consumption gains offered by EVS modes

	Model
	TX Power
	TX Power Gain
	 RX Power
	  RX Power             

  Gain

	AMR 12.2 kbps/AMR-WB 12.65 kbps
	3.01 units
	     - 
	   0.16 units
	        -

	EVS - 13.2 kbps CA and non-CA modes
	2.91 units
	     3.3% 
	 0.155 units
	   3.1%


Table 10. Increase in capacity -- fraction of successful links offered by EVS codec (3TX/cell and 4TX/cell)
	
	
	3 TX/cell
	4TX/cell
	

	Model
	BLER 

arget
	Fraction of 

Successful links
	3TX/cell

Gain
	Fraction of 

Successful link
	4TX/cell

Gain
	4TX Gain Relative gain w.r.t. 3TX

	AMR-WB 12.65kb/s
	2%
	80%
	-
	70%
	-
	16%

	EVS SWB CA 13.2 kb/s
	8%
	96%
	20%
	91%
	30%
	51.6%


A comparison of the EVS-SWB CA and AMR-WB performance with respect to the reference can be performed using Figure 5.1.1.6.3.4-2 of [1] as was done in Clause 5.1.1.6.3.4 of [1].  From the graph, it can be seen that AMR-WB can only get 80% coverage at 2%FER. To get to the reference 90% would introduce up to 5% FER, preventing it from meeting the reference speech intelligibility.  Therefore AMR-WB does not meet the reference requirement over LTE-D bearers.
On the other hand, EVS-SWB CA (Option 1) can operate with 90% coverage and 4.5% FER while exceeding the reference speech intelligibility.  It also achieves 97% coverage (at 8% FER) with the intelligibility equivalent to the reference. Therefore EVS-SWB CA exceeds the reference over LTE-D bearers. 
5 Conclusions 
Speech Intelligibility:

· EVS offers significant speech intelligibility improvements over the reference.  It also offers even more improvements over AMR-WB under the same bearer conditions. The improved robustness to background noise and resiliency to errors are particularly relevant to the MCPTT service and result in better speech intelligibly compared to the reference and AMR-WB across all the MCPTT bearers.   
· AMR-WB meets the reference speech intelligibility for unicast bearers.

· AMR-WB can meet the reference speech intelligibility for MBMS bearers configured with enough resource.
· AMR-WB does not meet the reference speech intelligibility for the LTE-D bearer.
In summary, based on the speech intelligibility test results,
· EVS outperforms AMR-WB in all the KPIs and across all the MCPTT bearers.

· There are some MCPTT bearers where some KPIs cannot be meaningfully compared to the reference “HD Voice” experience:

· In the cases that allow a comparison to the reference (call capacity on unicast, coverage and error-resiliency/intelligibility on all MCPTT bearers), EVS exceeds the performance of the reference for all the bearers.  In these cases, AMR-WB meets the reference for unicast bearers but fails to meet the reference for the MBMS and LTE-D bearers.
· In the cases that do not allow a comparison to the reference (capacity on MBMS and LTE-D), the EVS codec outperforms AMR-WB across all MCPTT bearers. Based on a similar analysis as in TR 26.879 (Clause 5.1.1.6.3.2-4), the call capacity of EVS-SWB CA exceeds that of AMR-WB across all MCPTT bearers. 

The Table 11 below provides a comparison based on the above conclusions and highlights some key results.

Table 11. Conclusions and Key Results of Speech Intelligibility Testing
	Key Performance Indicator (KPI)
	EVS Compared to AMR-WB
	EVS Compared to Reference
	AMR-WB Compared to Reference

	Coverage
	Exceeds for all MCPTT bearers

38% better coverage for LTE-D bearers

	Exceeds for all bearers

	Meets for unicast bearers
Does not meet for MBMS and LTE-D bearers

	Error resiliency/Speech Intelligibility
	Exceeds for all MCPTT bearers.

Can handle 4x higher error rate than AMR-WB for all MCPTT bearers
	Exceeds for all MCPTT bearers
	Meets for unicast bearers

Does not meet for MBMS and LTE-D bearers

	Call Capacity
	Exceeds for all MCPTT bearers

20-30% better capacity than AMR-WB for LTE-D bearers

Can also support 33% more groups than AMR-WB for LTE-D bearers
	Exceeds for unicast bearers

Cannot compare for other MCPTT bearers
	Meets for unicast bearers

Cannot compare for other MCPTT bearers
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Annex A – Speech Intelligibility Report
A.1 Introduction
This document presents results for a subjective intelligibility test conducted by Dynastat, Inc. under contract with Qualcomm. Dynastat and Qualcomm collaborated on the design of the subjective test, P.INTEL - a subjective test method currently under development as an ITU-T Recommendation for evaluating Speech Intelligibility for communications systems and devices. The P.INTELL method is described in two ITU-T documents [3], [4].

A.2 Methods and Procedures

In its current form, the P.INTELL test is designed to evaluate the Speech Intelligibility of eight test conditions. The experimental design of P.INTELL is based on the partially-balanced/randomized-blocks experimental design that has been used extensively in most codec standardization testing efforts in the past decade for Speech Quality tests, i.e., tests described in ITU-T Rec. P.800 [5]. The partially-balanced/randomized-blocks experimental design is described and recommended in the ITU-T Handbook of Subjective Testing Practical Procedures [6]. 

The test parameters for the P.INTELL test included:

· Eight test conditions

· Four talkers - two males and two females

· Four samples per talker, where "sample" is described in the next section

· 32 subjects - four panels of eight naive subjects, each panel with an independent randomization of the speech materials

A.2.1 Structure of the P.INTELL Test 

The P.INTELL source speech database includes 96 items, where each item is a pair of single-syllable English words. For half of the items, the words differ only in the initial consonant, i.e., rhyming word pairs. For the other half, the words differ only in the final consonant, i.e., alliterative word pairs. The critical consonants in both the rhyming and alliterative test-items differ only in a single Distinctive Feature, either Voicing, Nasality, Sustention, Sibilation, Graveness or Compactness. Appendix A provides a description of the Distinctive Features and their relationship to Intelligibility testing. The P.INTELL test-items are shown in Table A.1. 

In each trial of the P.INTELL test, the subject hears a word in his headset and uses his keyboard to indicate which of the two words, displayed on his monitor, was spoken by the talker. Annex A.5 shows the Instructions provided to subjects before the test and describes the subject's task in each trial.

A.2.2 Listening Test Environment
The tests were performed in a listening environment that complies with the minimum requirements specified in ITU-T Rec. P.800 [5]. Speech materials were presented diotically over Sennheiser HD-280 Pro Headphones at a level of 67dB SPL in each ear. Subjects were seated in separate sound-treated booths at listening stations equipped with a monitor for presentation of the test-response screens, a keyboard and mouse for entering responses, and the headsets.
A.2.3 Test Sessions

The test duration for each panel of subjects was two hours. Subjects were paid for their participation in the experiment. The test included three phases: Orientation/Instructions, Training/Practice, and the test sessions for the P.INTELL test.

A.2.3.1 Orientation/Instructions phase

Subjects arrived at the Dynastat test facility and filled out a registration form. Each subject was provided a set of written instructions for the Intelligibility test and asked to read them thoroughly (see Annex A.6). Subjects were then given an opportunity to ask questions of the test administrator. 

A.2.3.2 Intelligibility Training/Practice Phase 

Subjects were introduced to the listening booth and provided a subject ID# which they entered into the computer in their listening station. Subjects put on the headset and were presented the first trial and instructed to enter their first response. Subjects were played one trial at a time until they appeared comfortable and proficient with their task in the subjective test. Subjects were then played the remainder of the practice session, which included 12 blocks of 24 trials each. The first four blocks involved clean, unimpaired speech and provided exposure to all of the words-pairs involved in the Intelligibility test. The next eight blocks of the practice session were the eight test-conditions, providing exposure to all of the conditions involved in the test. 

A.2.3.3 Test Phase

Subjects ran a total of 32 test samples, where each sample included 24 trials. The first 4 test samples followed the 12 samples in the Training/Practice Phase and combined for a sub-session of approximately 15 minutes. This was followed by a 10 minute rest-break in which the subjects left their listening booths. The remaining three sub-sessions included 12, 8, and 8 samples of 24 trials each and those sub-sessions were separated by 10 min. rest-breaks. 

Table A.1.  P.INTELL Test-Items
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A.2.4 Generation of the Test Conditions
Dynastat provided Qualcomm source test materials for each of the eight test conditions involved in the P.INTELL test. Qualcomm processed the appropriate speech materials through each of the test conditions and delivered the processed speech files to Dynastat.

A.3 Test Results

Table A.2 summarizes the P.INTELL results (Means, Standard Deviations, and 95% Confidence Intervals) for each of the eight test conditions involved in the experiment.
Each value shown in the table is based on 128 samples (32 subjects x 4 talkers). P.INTELL Scores are expressed as Percent Correct [P(c)] adjusted by the "Correction for Guessing
." The general formula for the "Correction for Guessing" adjustment to P(c) scores is: P(c)A  = 100 * {R − W*(n-1)} / (R+W), where: P(c)A= Adjusted P(c), R= #correct responses, W= #incorrect, n= #response alternatives=2. The practical implication of this adjustment is that the scale for P.INTELL scores has a range of -100% to +100% and a score of 0% represents chance performance. Figures A.1 (a-g) show the P.INTELL profile plots (i.e., Distinctive Feature scores) for the Test conditions, c01-c07, respectively.
Table A.2. Summary Scores for the P.INTELL Test
	 
	Bit Rate
(kb/s)
	FER
	Mean Intel
	StdDev
	95% CI

	c01
	-
	-
	92.87
	5.54
	0.960

	c02
	12.65
	2%
	86.07
	7.25
	1.256

	c03
	12.65
	8%
	80.83
	8.09
	1.401

	c04
	12.65
	20%
	72.59
	10.69
	1.852

	c05
	13.2
	2%
	87.83
	6.85
	1.187

	c06
	13.2
	8%
	84.18
	8.12
	1.407

	c07
	13.2
	20%
	77.41
	10.31
	1.786
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Figure A.1 (a-g) P.INTELL Profile for Test Condition c01-c07
A.4 Statistical Analyses

Qualcomm also specified two sets of conditions to be compared statistically. The appropriate statistical model is a three factor Analysis of Variance (ANOVA) for Sets (2) x Conditions (3) x Scores (128 - 32 Subjects x 4 Talkers). Table A.3 shows results of the ANOVA. 

Table A.3 Results of ANOVA for Sets x Conditions x Scores
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The main effect for Sets factor is highly significant (p<0.0001), which means that the average scores for the two sets of conditions are significantly different (79.830 and 83.140). The main effect for Conditions factor is also highly significant (p<0.0001), which means that there is significant variation among the average scores for the three conditions (86.950, 82.505, 75.000). Finally, the interaction effect, Sets x Conditions, is significant (p<0.05), which indicates that the pattern of scores for the two Sets across the three Conditions is statistically different. Figure A.2 illustrates the significant interaction, in that the two lines in the plot are not parallel.
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Figure. A.2 Illustration of interaction between Sets and Conditions in the ANOVA 
A.5 Background on P.INTELL and Distinctive Features

P.INTELL is based on the principle that the intelligibility-relevant information in speech is carried by a small number of distinctive features, such that intelligibility depends most immediately on how well a communication link or device has preserved the acoustical correlates of these features. P.INTELL has adopted this approach from the Diagnostic Rhyme Test (DRT) [8], an ANSI standard methodology for measuring Intelligibility [7]. The DRT was designed, specifically, to measure how well information as to the states of six binary distinctive features, Voicing, Nasality, Sustention, Sibilation, Graveness, and Compactness have been preserved by the system or device under test. Table A.4 shows the 23 English consonants and their classification for each of the seven
 distinctive features of English consonants. Like the DRT, P.INTELL uses a suite of 96 test-items, where each item is a pair of English words. In half of the test-items, the two words differ only in the initial consonant, i.e., rhyming word-pairs. In the other half, the two words differ only in the final consonant, i.e., alliterative word-pairs. Furthermore, in each test-item the critical consonants, either initial or final, differ only with respect to one of six
 distinctive features. The listener's task with each item is to judge which of the two words (e.g., zoo vs. sue or bad vs, bat) has been spoken. Incorrect judgments indicate that the system has failed to preserve information contained in the distinctive feature involved. Like most other intelligibility tests in use today, the P.INTELL tests only for the discriminability of consonant phonemes, which carry the bulk of the useful information in speech and are generally more sensitive than vowels to speech degradation. Like the DRT, P.INTELL does not test for the discriminability of vowel-likeness, but does not confound the effects of this feature with those of other features. 

The DRT yields a total score, which, under properly controlled conditions, is highly correlated with scores yielded by all other intelligibility tests in use today. The DRT also yields a diversity of diagnostic scores that can be useful in pinpointing specific deficiencies or defects in the system or device under test. With a carefully-selected and monitored panel of eight listeners, the DRT has extremely high resolving power and test-retest reliability. It can resolve differences of less than 1 dB in speech-to-noise ratio.

A.5.1 Distinctive Features

The articulatory bases of the six distinctive features are well understood. All voiced phonemes involve free vibration of the vocal cords; unvoiced phonemes do not. Nasals are produced by lowering of the velum, allowing air to escape through the nasal passages; non-nasals by closing the nasal passages. Sustained phonemes are produced by incomplete constriction of the vocal tract; interrupted phonemes by complete constriction of the tract at some point. Sibilants involve extreme constriction of the vocal tract that produces turbulence and high-frequency noise. Grave phonemes are produced by constriction toward the anterior of the vocal tract; acute by constriction in the middle of the tract. Compact phonemes are produced by constriction toward the rear of the vocal tract; diffuse phonemes by constriction near the middle.

Each of the six perceptual distinctive features has multiple acoustical correlates, where the relative saliency of each depends on phonemic environment and the states of one or more noncritical features. However, some generalizations are possible:

· Voiced phonemes are distinguished from their unvoiced counterparts, or cognates, by the presence of periodicity, and, in particular, by the time of onset in periodicity. In voiced consonants, preceding vowels tend to be of greater duration than in the case of unvoiced consonants.

· Nasal phonemes are distinguished by relatively pronounced resonances at circa 200, 800, and 2200 Hz, and by the presence of nulls throughout the frequency range.

· Sustained phonemes are distinguished by their gradual onset and by the presence of mid-frequency noise; interrupted by their abrupt onset.  Sustained phonemes have characteristic durational and high-frequency cues that distinguish them from their interrupted counterparts.

· Sibilant consonants are characterized by higher-frequency noise and greater duration than their non-sibilant counterparts. 

· Grave phonemes are distinguished among other things by the origin and direction of second-formant transitions. Grave consonants always involve relatively steep upward transitions of the second formant. Acute consonants usually involve downward second-formant transitions, depending on vowel environment and the phoneme involved. In general, grave phonemes are characterized by greater concentration of low-frequency spectral energy than are acute phonemes.

· Compact phonemes are characterized by the concentration of spectral energy in the mid-frequency range; diffuse phonemes by the distribution of energy over more-widely separated spectral peaks.

Table A.4 Classification of 23 English Consonants by Seven Distinctive Features
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* A plus (+) denotes the nominal or positive state of the feature; a minus (-) denotes the negative state; a zero (0)       denotes indifference or neutrality with respect to the feature.
# The discriminability of the feature Vowel-like is not tested in P.INTELL, or in its predecessor, the DRT, but the effects of this feature are not confounded with those of other features.
A.6 Instructions for taking the Intelligibility Test
Today you will be involved in an experiment designed to evaluate the intelligibility of speech processed through a number of different telecommunications systems and conditions. The test involves a series of trials where, in each trial, you will be presented a pair of words side-by-side on your computer monitor, and you will hear a single word in your headphones. You will use the computer keyboard to indicate which of the two words displayed on your screen was spoken by the talker. 

· In half of the trials, the two words differ only in their initial consonant. These are "rhyming" word-pairs, for example:
BOB - GOB, MOOT - BOOT, WIELD - YIELD. 

· In half of the trials, the two words differ only in their final consonant. These are "alliterative” word-pairs, for example:
FAN - FAD, LOOM - LOON, BEG - BED
The trials will be presented in blocks of 24. All of the words within a block will have been spoken by the same talker in the same test condition. Each block begins with a short tone followed by 24 words in two groups: 12 Rhyming-word trials and 12 Alliterative-word trials. Each word-trial is 1.75 seconds in duration, and each block is 44 sec. in duration. 

You will use three components during the test:

· a set of headphones to listen to the speech materials

· a computer monitor to display the word-pairs

· a computer keyboard to register your response for each trial

Headphones

Your headphones will present the words to both ears. The two earphones are marked with "L" and "R". Put on the headset so that the "L" is on your left ear and "R" is on your right ear. Do not remove your headphones until instructed to do so on your monitor.
Monitor 

The computer monitor will show your progress throughout the test, displaying the number of the Session, the Block, and the test Word. The figure below shows an example of what your monitor will look like during the test. The first two rows provide information on the Subject ID# (222), the Session (Practice), the Block (1), the total number of blocks in the Session (12), the type of word-pair (either Initial Consonant or Final Consonant) and the Word # (1) within the block of 24 words. In the middle of the screen, you are shown a list of four rhyming-word pairs, differing only in the initial consonant. On each trial you will select the word you hear from the two words at the top of the list (i.e., BOND - POND in the figure). Your method of selecting a word will be described in the next section. After you have made your response, the word you have selected will be highlighted on your screen and the list will scroll up - i.e., NECK - DECK will then be at the top of the list. 
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Keyboard
The figure on the left below shows the keyboard you will use in the test. The figure on the right shows the arrow keys you will use during the test to register your choice of word from the word-pair in a trial. During the test itself, the Arrow keys are the only active keys on your keyboard.
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You will use the Left-Arrow key [image: image22.png]


 to choose the left-hand word from the word-pair and the Right-Arrow key [image: image23.png]


 to choose the right-hand word from the pair. The word you have chosen will be highlighted on your screen as illustrated in the figure below. The figure shows the screen when the Left-Arrow key was pressed, indicating that the subject chose that the talker said the word "BOND". After a short period the set of four word-pairs will scroll up, the next word-pair "NECK - DECK" will be at the top of the list, and a new word-pair at the bottom.
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The Down-Arrow key [image: image25.png]


 is not used in the test, but the Up-Arrow key [image: image26.png]


 has a special function. If you decide that you have chosen the wrong word on the previous trial, you may press the Up-Arrow key and the previous response will be switched to the other word. The previous word-pair will be displayed at the top of the screen with the other word highlighted. The figure below shows the screen display if the Up-Arrow was pressed for the word-pain shown in the previous figure. Note that the response to the previous word-pair has been switched from "BOND" to "POND".
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Test Sessions

The test administrator will provide you a subject ID number. It is important that you enter the correct ID number at the beginning of the test or the word-pairs will not be displayed correctly. The test includes four test sessions described below:

1. The first Session is split into two sections, Practice and Test. The Practice section will include 12 Blocks of 24 Words and take about 9 minutes. All of the Words within a block will be from the same talker and the same test condition. In the first 4 Blocks of Practice, all of the words will be clean, unprocessed speech. For the next 8 blocks, the words will be from each of the 8 test conditions involved in the experiment. For the second part of Session 1, you will hear the first 8 test blocks - about 6 minutes of testing. At the end of each session, your monitor will instruct you to take off your headphones and leave the listening booth for a short rest break. 

2. The second session includes 24 blocks and will take about 18 minutes of testing. 

3. The third session includes 16 blocks and will take about 12 minutes of testing.

4. The fourth and final session includes 16 blocks and will take about 12 minutes of testing. 

Some of the test conditions will involve clear, unprocessed speech. Others will involve speech in background noise and speech that has been degraded or distorted. The test involves 4 talkers speaking the words for 8 test conditions. 

If you have any questions don't hesitate to ask the test administrator now. 

Before entering the listening booth turn off all cell phones, smart phones, or any other devices that might be activated during the test. Muting these devices is not sufficient. If you need to keep a device turned on, the test administrator will provide a secure place for you to keep the device during the test. You can check it during your rest break. In addition, please do not talk during the test sessions.
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� The capacity analysis in clause 5.1.1.6.3.4 of [1] demonstrates that EVS provides a 20% and 30% gain in capacity for the cases of 3 and 4 MCPTT groups per cell, respectively.


� ANSI S3.2, "Method for Measuring the Intelligibility of Speech over Communication Systems" [5] specifies the use of the "Correction for Guessing" adjustment in multiple-choice tests.


� The DRT and P.INTELL do not test for the discriminability of the Vowel-like distinctive feature, but also do not confound the effects of this feature with effects of other features.
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