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*** Start first change ***

9
Packet-loss handling

9.1
General

This clause specifies some methods to handle conditions with packet losses. Packet losses in general will also trigger adaptation, which is specified in clause 10.

9.2
Speech

9.2.1
General

This clause provides a recommendation for a simple application layer redundancy scheme that is useful in order to handle operational conditions with severe packet loss rates. Simple application layer redundancy is generated by encapsulating one or more previously transmitted speech frames into the same RTP packet as the current previously not transmitted frame(s). An RTP packet may thus contain zero, one or several redundant speech frames and zero, one or several non-redundant speech frames.

When transmitting redundancy, the MTSI client should switch to a lower codec mode, if possible. An MTSI client using AMR or AMR-WB shall utilize the codec mode rates within the negotiated codec mode set with the negotiated adaptation steps and limitations as defined by mode-change-neighbor and mode-change-period. It is recommended to not send redundant speech frames before the targeted codec mode is reached. Table 9.1 defines the recommended codec modes for different redundancy level combinations.

When application layer redundancy is used for AMR or AMR-WB encoded speech media, the transmitting application may use up to 300 % redundancy, i.e. a speech frame transported in one RTP packet may be repeated in 3 other RTP packets.

Table 9.1: Recommended codec modes and redundancy level combinations
when redundancy is supported

	Redundancy level
	No redundancy
	100 % redundancy

	Narrow-band speech
	AMR 12.2
	AMR 5.9

	Wide-band speech (when wide-band is supported)
	AMR12.65
	AMR 6.60


Editor’s note:
Recommended codec modes and redundancy level combinations for EVS is FFS in Rel-13.

9.2.2
Transmitting redundant frames

When transmitting redundant frames, the redundant frames should be encapsulated together with non-redundant media data as shown in figure 9.1. The frames shall be consecutive with the oldest frame placed first in the packet and the most recent frame placed last in the packet. The RTP Timestamp shall represent the sampling time of the first sample in the oldest frame transmitted in the packet.

NOTE:
When switching from no redundancy to using redundancy, the RTP Timestamp may be the same for consecutive RTP packets.
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Figure 9.1: Redundant and non-redundant frames in the case of 100 % redundancy,
when the original packing is 1 frame per packet

Figure 9.1 shows only one non-redundant frame encapsulated together with one redundant frame. It is allowed to encapsulate several non-redundant frames with one or several redundant frames. The following combinations of non-redundant frames and redundant frames can be used.

Table 9.2: Example frame encapsulation with different redundancy levels and when maxptime is 240

	Original encapsulation (without redundancy)
	Encapsulation with 100 % redundancy
	Encapsulation with 200 % redundancy
	Encapsulation with 300 % redundancy

	1 frame per packet
	( 1 non-redundant frame and

( 1 redundant frame
	( 1 non-redundant frame and

( 2 redundant frames
	( 1 non-redundant frame and

( 3 redundant frames

	2 frames per packet
	( 2 non-redundant frames and

( 2 redundant frames
	( 2 non-redundant frames and

( 4 redundant frames
	( 2 non-redundant frames and

( 6 redundant frames

	3 frames per packet
	( 3 non-redundant frames and

( 3 redundant frames
	( 3 non-redundant frames and

( 6 redundant frames
	( 3 non-redundant frames and

( 9 redundant frames

	4 frames per packet
	( 4 non-redundant frames and

( 4 redundant frames
	( 4 non-redundant frames and

( 8 redundant frames
	Not allowed since maxptime does not allow more than 12 frames per RTP packet in this example


With a maxptime value of 240, it is possible to encapsulate up to 12 frames per packet. It is therefore not allowed to use 300 % when the original encapsulation is 4 frames per packet, as shown in table 9.2. If the receiver's maxptime value is lower than 240 then even more combinations of original encapsulation and redundancy level will be prohibited.
The sender shall also ensure that the Maximum Transfer Unit (MTU) is not exceeded when sending the IP/UDP/RTP packet.
Figure 9.2 shows an example where the frame aggregation is 2 frames per packet and when 100 % redundancy added.
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Figure 9.2: Redundant and non-redundant frames in the case of 100 % redundancy,
when the original packing is 2 frames per packet

A redundant frame may be replaced by a NO_DATA frame. If the transmitter wants to encapsulate non-consecutive frames into one RTP packet, then NO_DATA frames shall be inserted for the frames that are not transmitted in order to create frames that are consecutive within the packet. This method is used when sending redundancy with an offset, see figure 9.3.
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Figure 9.3: Redundant and non-redundant frames in the case of 100 % redundancy, when the original 
packing is 1 frame per packet and when the redundancy is transmitted with an offset of 20 ms

Note that with this scheme, the receiver may receive a frame 3 times: first the non-redundant encoding; then as a NO_DATA frame; and finally the redundant frame. Other combinations of redundancy and offset may result in receiving even more copies of a frame. The proper receiver behaviour is described in the AMR/AMR-WB payload format [28] and in the EVS payload format, respectively.

For any combinations of frame aggregation, redundancy and redundancy offset, the transmitter shall not exceed the frame encapsulation limit indicated by the receiver's maxptime value when constructing the RTP packet.

When source controlled rate operation is used, it is allowed to send redundant media data without any non-redundant media, if no non-redundant media is available.

NOTE 1:
When going from active speech to DTX, there may be no non-redundant frames in the end of the talk spurt while there still are redundant frames that need to be transmitted.

In the end of a talk spurt, when there are no more non-redundant frames to transmit, it is allowed to drop the redundant frames that are in the queue for transmission.

NOTE 2:
This ensures that it is possible to use redundancy without increasing the packet rate. The quality degradation by having less redundancy for the last frames should be negligible since these last frames typically contain only background noise.
When sending AMR or AMR-WB encoded media, the RTP Marker Bit shall be set according to Section 4.1 of the AMR/AMR-WB payload format [28].

When sending EVS encoded media, the RTP Marker Bit shall be set according to Section <X.Y> of the EVS payload format [xx5].

When sending dual-mono encoded media, the sender shall include one frame for each channel for each time stamp. If a frame for a channel is not available then a NO_DATA frame shall be included. The packetization of dual-mono encoded media into RTP packets is described further in the AMR/AMR-WB payload format, [28], and in the EVS payload format [xx5].
*** End of changes ***
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